THE FIRST GAMMA-H2AX BIODOSIMETRY INTERCOMPARISON EXERCISE OF THE DEVELOPING EUROPEAN BIODOSIMETRY NETWORK RENEB
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In the event of a mass casualty radiation incident, the gamma-H2AX foci assay could be a useful tool to estimate radiation doses received by individuals. The rapid processing time of blood samples of just a few hours and the potential for batch processing, enabling high throughput, make the assay ideal for early triage categorisation to separate the ‘worried well’ from the low and critically exposed by quantifying radiation-induced foci in peripheral blood lymphocytes. Within the RENEB framework, 8 European laboratories have taken part in the first European gamma-H2AX biodosimetry exercise, which consisted of a telescoring comparison of 200 circulated foci images taken from 8 samples, and a comparison of 10 fresh blood lymphocyte samples that were shipped overnight to participating labs 4 or 24 h post-exposure. Despite large variations between laboratories in the dose–response relationship for foci induction, the obtained results indicate that the network should be able to use the gamma-H2AX assay for rapidly identifying the most severely exposed individuals within a cohort who could then be prioritised for accurate chromosome dosimetry.

INTRODUCTION

Following a major radiation incident, biological dosimetry would ideally assist in distinguishing the critically exposed from unexposed or worried-but-well individuals. This would enable a more efficient use of medical expertise and hospital facilities, as well as reassure those with little or no immediate health risks. The gamma-H2AX foci assay has become a well-established biomarker for radiation-induced DNA double-strand breaks since it was first reported over a decade ago(1). The assay uses immunofluorescence staining techniques to ‘tag’ the phosphorylated histone variant gamma-H2AX, which is known to form at the site of DNA double-strand breaks. This enables the use of gamma-H2AX assay as a tool for sensitive detection and quantification of radiation-induced cellular damage in low-dose research(2), diagnostic radiology(3–5) as well as cancer research and therapy(6). It can also potentially be used as a triage tool in the event of a radiation accident and may, in this setting, provide initial results faster (within hours) and with higher throughput than the gold standard chromosome dosimetry assays(7–13).

One aim of the EC-funded RENEB project (Realising the European Network of Biodosimetry)(14) is to further develop and harmonise the application of the gamma-H2AX assay as a biodosimetric triage tool across a network of participating laboratories within Europe, to increase the Europe-wide availability, total capacity and accuracy of this assay.

Here, results of the first intercomparison exercise performed by this network are presented. Fluorescence microscopy images of irradiated, isolated and gamma-H2AX-immunostained blood lymphocytes were captured and sent electronically to other laboratories within the network for scoring. The second task involved the shipment of 10 coded blood lymphocyte samples to the participating laboratories for processing, scoring and dose estimation using either existing or newly established calibration curves from included reference samples exposed to known doses.
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MATERIALS AND METHODS

Induction

The two main technical hurdles for establishing the gamma-H2AX biodosimetry assay are sample processing, to achieve good quality staining, and consistent foci scoring criteria. The exercise was therefore preceded by a 2-d training course for those laboratories that had no or little previous experience with this assay, to provide a sound methodological basis for accurate analysis and future dose estimations. In addition, a ‘picture book’ defining foci scoring criteria was circulated among participants to harmonise scoring approaches between laboratories.

Telescoring exercise

Blood lymphocytes were isolated, exposed to 0.5-, 1-, 2- and 4-Gy 137Cs, incubated for 4 or 24 h, spotted onto silane-coated slides, fixed and immunostained as detailed below following an established protocol(13). Maximum projection images of seven z-planes at 1-μm step size were captured for gamma-H2AX and DAPI staining using a ×40 objective on a MetaSystems Metafer microscope system. Coded images were sent electronically to participants for foci scoring and ranking of exposure severity based on foci counts.

Blood sampling, irradiations and shipments

Following ethics approval (Berkshire REC 09/H0505/87) and informed consent, blood samples from two healthy volunteers were collected into lithium heparin tubes. Separate donors were required from two healthy volunteers were collected into lithium heparin tubes. Following ethics approval (Berkshire REC 09/H0505/87) and informed consent, blood samples from two healthy volunteers were collected into lithium heparin tubes. Separate donors were required from two healthy volunteers were collected into lithium heparin tubes. Based on existing studies(13, 150) and previous experience, variability between both donors was expected to be insignificant and make a negligible contribution to the overall uncertainty. Lymphocytes were isolated using Histopaque1077 (Sigma–Aldrich), suspended in a minimum essential medium (supplemented with 10 % foetal calf serum, 1 % L-glutamine and 1 % penicillin/streptomycin), exposed to 137Cs gamma rays (≈0.6 Gy min⁻¹) and incubated at 37°C for 4 or 24 h. For shipments, lymphocytes were suspended in foetal bovine serum, aliquoted into cryovials, wrapped and transported overnight on frozen cold packs, together with temperature loggers, to the participating laboratories. Calibration samples (0, 1, 2, 3 and 4 Gy) or, for laboratories with existing calibration curves, negative and positive controls (0- and 2-Gy samples, respectively) were included in the shipments, in addition to the coded intercomparison samples. These coded samples included 0-, 1- and 4-Gy uniformly irradiated lymphocytes and two non-uniformly exposed samples consisting of 0 + 3 Gy mixed 1:1 to give a whole-body equivalent dose of 1.5 Gy and 2 + 3 Gy mixed 1:1 to give a whole-body equivalent dose of 2.5 Gy. Only samples from the same donor were mixed. Following 4- or 24-h incubation at 37°C, lymphocytes were shipped overnight to six participating laboratories. Temperature loggers included with the samples showed that temperatures always remained at 3–9°C for all shipments. Four participants received a full set of calibration samples for the 4-h repair time point, with two laboratories opting for reference samples only. All six participants received 4-h coded samples. Four of the participants also received coded 24-h samples.

Gamma-H2AX immunofluorescence staining and microscopic foci analysis

In brief, lymphocytes were washed and spotted or cytospun onto adhesive microscope slides, fixed in formaldehyde, permeabilised and extracted with Triton X-100, blocked with bovine serum albumin and immunostained for gamma-H2AX using fluorophore-conjugated secondary antibodies(11, 17). Foci scoring was performed by fluorescence microscopy, either manually or automatically using MetaCyte software(17).

Data analysis

The Wilcoxon signed-rank test and the Mann–Whitney U test were used to test the ranking of samples based on foci counts by laboratories in the telescoring exercise. DoseEstimate software(18) was used to fit linear dose–response curves using iteratively reweighted least-squares fitting and calculate associated standard errors. Papworth’s t-test was used to check for any deviation of foci frequencies from a random distribution described by the Poisson model(19). General linear model analysis of variance (ANOVA) and post-hoc testing (Tukey’s pairwise comparisons) were performed for reported foci counts and dose estimates using Minitab software with the following experimental factors: post-exposure time (4 or 24 h), method (automatic or manual scoring), laboratory (1–8) and number of cells scored (20 versus 50 for manual and 50 versus 200 for automated scoring).

RESULTS AND DISCUSSION

Eight laboratories took part in the telescoring exercise, with three participants opting to score automatically as well as manually, and two participants using more than one scorer. Results indicated considerable discrepancies between laboratories (less so between scorers from the same laboratory) regarding radiation-induced foci yields obtained by manual and
automated scorings (Table 1). However, samples could still be ranked in order of lowest to highest estimated radiation exposure based purely on mean foci/cell counts, and these could then be correlated for all participants (indicated by the consistent shading patterns in Table 1). The Wilcoxon signed-rank test revealed no significant difference between the median ranked dose and the results of each lab, for any of the samples ($p$ all $> 0.505$). The Mann–Whitney $U$ test was then used to compare the rankings of each laboratory for each sample, assigned in order of triage priority. There was no evidence of any significant difference between the labs’ average rankings and the true triage rank ($p > 0.999$). Overall, the results suggest that even in the absence of a calibration curve, and—in the case of laboratories #2 and 3—with hardly any experience in the foci assay, all laboratories were able to distinguish critically high (2 and 4 Gy) and low-to-moderate (0.5 and 1 Gy) exposures from unirradiated samples, when processed 4 h post-exposure. Foci counts for the 1-Gy sample processed 24 h post-exposure were consistently lower than those at 4 h for the same dose, although still higher than the 0-Gy samples, in line with previous observations of biexponential foci loss post-exposure [11]. The reason for using incubation periods of 4 and 24 h within this study is based mainly on practicality: as discussed earlier, the assay shows much promise as a triage tool to initial screening of persons during a mass radiation accident. Realistically, 4–24 h is the most appropriate time window during which a sample is likely to be taken post-exposure.

Calibration coefficients in Table 2 indicate once again considerable discrepancy of foci yields between laboratories and lower foci yields at 24 h (mean of 0.9 foci per cell per gray) than at 4 h (mean of 2.1 foci per cell per gray), consistent with recent findings for shipments of $^{60}$Co gamma-irradiated lymphocyte samples [19] and X-irradiated whole-blood samples [20]. Based on general linear model ANOVA, all doses except the 3 and 4 Gy points differed significantly from each other for all laboratories that produced new calibration curves ($p < 0.001$, individual data not shown). Significant differences were also found between laboratories and between 4- and 24-h incubation times ($p < 0.001$ for both). No significant difference between calibration curves was seen for manual versus automated scoring methods ($p = 0.115$). Post-hoc analysis confirmed that the significant difference between laboratories could be attributed mainly to one participant; excluding this data set would reduce significance greatly. Additionally, see Supplementary on-line Figure 1 for plotted calibration curves from all participating laboratories. This figure may give an easier understanding of the variation among calibration and a direct comparison of manual versus automated scoring methods in relevant cases.

Foci counts for the different doses differed significantly from each other for all but the non-uniform exposures of 2.5 and 1.5 Gy, which were statistically different from all other coded samples except from 2 and 1 Gy, respectively. Papworth’s $t$-test was used to determine whether non-uniform exposure could be detected based on an overdispersed foci distribution. While 42 out of 59 analysed coded samples were technically overdistributed ($u > 1.96$) and 3 were underdispersed ($u < 1.96$), the highest $u$ value was associated with the 1.5-Gy sample in 9 out of 12 data sets (5/6 manual 4 h; 2/3 manual 24 h; 2/3 auto), confirming previous reports that significant partial exposure (in this case, 3 Gy to 50% of cells) may be detectable using foci distribution analysis [13, 11, 17]. As expected, $u$ values for the only slightly non-uniformly exposed 2.5-Gy sample were indistinguishable from those for the uniformly exposed samples. The use of more sophisticated distribution analysis techniques [21] may help further improve the performance of the foci assay for detecting non-uniform exposures.

Each partner estimated the whole-body equivalent dose delivered to each coded sample based on a laboratory-specific calibration curve (Table 2) that had been created either independently or using lymphocytes sent together with the coded samples. ANOVA of dose estimates in Table 3 demonstrated a significant effect of dose ($p < 0.001$), with all dose levels statistically different from each other apart from the 1-Gy uniform and 1.5-Gy non-uniform samples and the 2.5-Gy non-uniform and 4-Gy uniform samples. There was no significant effect of number of cells or post-exposure time, but a significant difference was observed between manual and automatic scoring ($p = 0.001$) and between participating laboratories ($p < 0.001$). However, post-hoc testing demonstrated that the inter-laboratory variation was chiefly due to variation between two laboratories (3 and 4) and the others. Average dose estimates across all laboratories correlated very well with actual whole-body equivalent doses, at least for manual scoring, whereas automatic scoring tended to result in dose underestimation but not significantly ($p = 0.394$ general linear model ANOVA) (Figure 1).

Dose estimates were then used to assign samples to triage categories of <1 Gy, 1–2 Gy and >2 Gy (white, light grey and dark grey shading, respectively, in Table 3). Manual scoring of 4-h samples achieved the most accurate assignment of triage categories, with only one laboratory systematically underestimating doses significantly enough to affect triage categories. Dose estimates reported for 24-h samples and those based on automated scoring tended to show more deviation from the correct triage categories, potentially questioning the usefulness of this approach for triage. However, only three laboratories contributed to each of these data sets, and a larger-scale study...
Furthermore, the post-hoc ANOVA results for dose, above, show that the triage categories used in this work were statistically distinguishable as only doses within triage categories were not significantly different from each other. Also, additional training and frequent calibration of the assay may help improve the accuracy of dose estimations. Reducing the number of cells scored manually from 50 to 20 or automatically from 200 to 50 did not significantly affect dose estimates or assigned triage categories \( (p = 0.855) \) and could therefore be considered in a large-scale emergency, to increase the assay throughput.

It is recognised from this study that there are considerable variables to consider when drawing comparisons and conclusions of data collected from a range of laboratories. Each participant will have developed different predetermined criteria for scoring foci, resulting in different absolute yields scored for a given dose by the different laboratories. The authors attempted to control this factor with the above-mentioned training sessions and picture library, but inevitably some variation is unavoidable. One must also consider the practicalities of equipment. There will be variation in the microscopes used; spectral and brightness differences in the light sources and fluorophores, wavelength ranges between different fluorescence filters and the availability of antibody from suppliers in each country will alter. These issues have previously been discussed in-depth \((7, 22)\). Standardising these equipment requirements is an expensive and complicated process and would not equate to a cost-effective and rapid assay. Sending each laboratory calibration samples and encouraging the participants to produce their own curve coefficients seem the most appropriate solution for

### Table 1. Telescoring exercise.

<table>
<thead>
<tr>
<th>Lab scorer</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>H</th>
<th>G</th>
<th>B</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1_1</td>
<td>0.02</td>
<td>0.06</td>
<td>0.44</td>
<td>1.12</td>
<td>1.42</td>
<td>1.78</td>
<td>2.90</td>
</tr>
<tr>
<td>1_2</td>
<td>0.00</td>
<td>0.16</td>
<td>1.06</td>
<td>1.50</td>
<td>1.70</td>
<td>2.26</td>
<td>2.40</td>
</tr>
<tr>
<td>1_3</td>
<td>0.00</td>
<td>0.10</td>
<td>1.42</td>
<td>1.56</td>
<td>1.52</td>
<td>2.52</td>
<td>3.30</td>
</tr>
<tr>
<td>1_4</td>
<td>0.02</td>
<td>0.58</td>
<td>1.24</td>
<td>1.88</td>
<td>2.02</td>
<td>2.04</td>
<td>2.50</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.86</td>
<td>2.72</td>
<td>3.14</td>
<td>3.20</td>
<td>4.44</td>
<td>3.70</td>
</tr>
<tr>
<td>3</td>
<td>0.10</td>
<td>0.64</td>
<td>2.34</td>
<td>2.74</td>
<td>3.46</td>
<td>3.16</td>
<td>3.80</td>
</tr>
<tr>
<td>4</td>
<td>0.04</td>
<td>0.52</td>
<td>2.56</td>
<td>4.88</td>
<td>4.62</td>
<td>7.18</td>
<td>7.90</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.46</td>
<td>2.20</td>
<td>3.32</td>
<td>3.94</td>
<td>4.82</td>
<td>4.10</td>
</tr>
<tr>
<td>6</td>
<td>0.06</td>
<td>1.48</td>
<td>6.08</td>
<td>7.00</td>
<td>6.18</td>
<td>11.00</td>
<td>7.08</td>
</tr>
<tr>
<td>7_1</td>
<td>0.00</td>
<td>0.66</td>
<td>1.96</td>
<td>3.68</td>
<td>3.16</td>
<td>5.03</td>
<td>3.32</td>
</tr>
<tr>
<td>7_2</td>
<td>0.00</td>
<td>0.76</td>
<td>2.80</td>
<td>4.12</td>
<td>3.80</td>
<td>5.02</td>
<td>3.60</td>
</tr>
<tr>
<td>Auto scoring</td>
<td>0.02</td>
<td>0.58</td>
<td>1.60</td>
<td>2.16</td>
<td>2.54</td>
<td>3.38</td>
<td>3.22</td>
</tr>
<tr>
<td>6</td>
<td>0.34</td>
<td>1.00</td>
<td>5.40</td>
<td>6.25</td>
<td>4.11</td>
<td>11.05</td>
<td>7.11</td>
</tr>
<tr>
<td>5</td>
<td>0.01</td>
<td>0.08</td>
<td>0.92</td>
<td>2.10</td>
<td>3.34</td>
<td>3.85</td>
<td>3.45</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.06</td>
<td>0.38</td>
<td>0.91</td>
<td>2.20</td>
<td>3.57</td>
<td>1.54</td>
</tr>
</tbody>
</table>

### Table 2. Constant (C) and linear calibration coefficients (α) and associated standard errors used by the different labs to convert foci counts into dose estimates.

<table>
<thead>
<tr>
<th>Lab</th>
<th>Analysis</th>
<th>C ± SE</th>
<th>α ± SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 h post-exposure</td>
<td>Manual</td>
<td>0.04 ± 0.02</td>
<td>2.15 ± 0.09</td>
</tr>
<tr>
<td>3</td>
<td>Manual</td>
<td>0.44 ± 0.16</td>
<td>1.90 ± 0.21</td>
</tr>
<tr>
<td>4</td>
<td>Manual</td>
<td>0.06 ± 0.03</td>
<td>2.24 ± 0.09</td>
</tr>
<tr>
<td>5</td>
<td>Manual</td>
<td>0.1 ± 0.09</td>
<td>1.47 ± 0.22</td>
</tr>
<tr>
<td>5</td>
<td>Automated</td>
<td>0.48 ± 0.09</td>
<td>1.40 ± 0.12</td>
</tr>
<tr>
<td>6</td>
<td>Manual</td>
<td>0.12 ± 0.08</td>
<td>3.57 ± 0.23</td>
</tr>
<tr>
<td>6</td>
<td>Automated</td>
<td>0.45 ± 0.28</td>
<td>3.52 ± 0.46</td>
</tr>
<tr>
<td>7</td>
<td>Manual</td>
<td>0.69 ± 0.06</td>
<td>0.72 ± 0.07</td>
</tr>
</tbody>
</table>

would really be required to fully address this question. Furthermore, the post-hoc ANOVA results for dose, above, show that the triage categories used in this work were statistically distinguishable as only doses within triage categories were not significantly different from each other. Also, additional training and frequent calibration of the assay may help improve the
these technical hurdles to establish a functional gamma-H2AX biodosimetry network across Europe.
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