Modeling Sensorimotor Learning with Linear Dynamical Systems
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Recent studies have employed simple linear dynamical systems to model trial-by-trial dynamics in various sensorimotor learning tasks. Here we explore the theoretical and practical considerations that arise when employing the general class of linear dynamical systems (LDS) as a model for sensorimotor learning. In this framework, the state of the system is a set of parameters that define the current sensorimotor transformation—the function that maps sensory inputs to motor outputs. The class of LDS models provides a first-order approximation for any Markovian (state-dependent) learning rule that specifies the changes in the sensorimotor transformation that result from sensory feedback on each movement. We show that modeling the trial-by-trial dynamics of learning provides a substantially enhanced picture of the process of adaptation compared to measurements of the steady state of adaptation derived from more traditional blocked-exposure experiments. Specifically, these models can be used to quantify sensory and performance biases, the extent to which learned changes in the sensorimotor transformation decay over time, and the portion of motor variability due to either learning or performance variability. We show that previous attempts to fit such models with linear regression have not generally yielded consistent parameter estimates. Instead, we present an expectation-maximization algorithm for fitting LDS models to experimental data and describe the difficulties inherent in estimating the parameters associated with feedback-driven learning. Finally, we demonstrate the application of these methods in a simple sensorimotor learning experiment: adaptation to shifted visual feedback during reaching.

1 Introduction

Sensorimotor learning is an adaptive change in motor behavior in response to sensory inputs. Here, we explore a dynamical systems approach to modeling sensorimotor learning. In this approach, the mapping from sensory...
inputs to motor outputs is described by a sensorimotor transformation (see Figure 1, top), which constitutes the state of a dynamical system. The evolution of this state is governed by the dynamics of the system (see Figure 1, bottom), which may depend on both exogenous sensory inputs and sensory feedback. The goal is to quantify how these sensory signals drive trial-by-trial changes in the state of the sensorimotor transformations underlying movement. To accomplish this goal, empirical data are fit with linear dynamical systems (LDS), a general, parametric class of dynamical systems.

The approach is best illustrated with an example. Consider the case of prism adaptation of visually guided reaching, a well-studied form of sensorimotor learning in which shifted visual feedback drives rapid recalibration of visually guided reaching (von Helmholtz, 1867). Prism adaptation has almost always been studied in a blocked experimental design, with exposure to shifted visual feedback occurring over a block of reaching trials. Adaptation is then quantified by the after-effect, the change in the mean reach error across two blocks of no-feedback test reaches—one before and one after the exposure block (Held & Gottlieb, 1958). This experimental approach has had many successes, for example, identifying different components of adaptation (Hay & Pick, 1966; Welch, Choe, & Heinrich, 1974) and the experimental factors that influence the quality of adaptation (e.g., Redding & Wallace, 1990; Norris, Greger, Martin, & Thach, 2001; Baraduc & Wolpert, 2002). However, adaptation is a dynamical process, with behavioral and
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neural changes in both the behavior and the underlying patterns of neural activity occurring on every trial. Our goal is to describe how the state of the system, which in this case could be modeled as the mean reach error, changes after each trial in response to error feedback (e.g., reach errors, perceived visual-proprioceptive misalignment) on that trial. As we will describe, a comparison of the performance before and after the training block is not sufficient to characterize this process.

Only recently have investigations of sensorimotor learning from a dynamical systems perspective begun to appear (Thoroughman & Shadmehr, 2000; Scheidt, Dingwell, & Mussa-Ivaldi, 2001; Baddeley, Ingram, & Miall, 2003; Donchin, Francis, & Shadmehr, 2003). While these investigations have all made use of the LDS model class, they primarily focused on the application of these methods. A number of important algorithmic and statistical issues that arise when applying these methods remain unaddressed.

Here we outline a general framework for modeling sensorimotor learning with LDS models, discuss the key analytical properties of these models, and address the statistical issues that arise when estimating model parameters from experimental data. We show how LDS can account for performance bias and the decay of learning over time, observed properties of adaptation that have not been included in previous studies. We show that the decay effect can be confounded with the effects of sensory feedback and that it can be difficult to separate these effects statistically. In contrast, the effects of exogenous inputs that are uncorrelated with the state of the sensorimotor transformation are much easier to characterize. We describe a novel resampling-based hypothesis test that can be used to identify the significance of such effects.

The estimation of the LDS model parameters requires an iterative, maximum likelihood, system identification algorithm (Shumway & Stoffer, 1982; Ghahramani & Hinton, 1996), which we present in a slightly modified form. This iterative algorithm is necessary because, as we show, simple linear regression approaches are biased or inefficient, or both. The maximum-likelihood model can be used to quantify characteristics of the dynamics of sensorimotor learning and can make testable predictions for future experiments. Finally, we illustrate this framework with an application to a modern variant of the prism adaptation experiment.

2 A Linear Dynamical Systems Model for Sensorimotor Learning

2.1 General Formulation of the Model. Movement control can be described as a transformation of sensory signals into motor outputs. This transformation is generally a continuous-time stochastic process that includes both internal ("efference copy") and sensory feedback loops. We will use the term sensorimotor transformation to refer to the input-output mapping of this entire process—feedback loops and all. This definition is useful in the case of discrete movements and other situations where continuous
time can be discretized in a manner that permits a concise description of
the feedback processes within each time step. We assume that at any given
movement trial or discrete time step, indexed by \( t \), the motor output can be
quantified by a vector \( y_t \). In general, this output might depend on both a
vector of inputs \( w_t \) to the system and the “output noise” \( \gamma_t \), the combined
effect of sensory, motor, and processing variability. As shown in the upper
box of Figure 1, the sensorimotor transformation can be formalized as a
time-varying function of these two variables,

\[
y_t = F_t(w_t, \gamma_t). \tag{2.1a}
\]

We next define sensorimotor learning as a change in the transformation
\( F_t \) in response to the sensorimotor experience of previous movements, as
shown in the lower box of Figure 1. We let \( u_t \) represent the vector of senso-
rimotor variables at time step \( t \) that drive such learning. This vector might
include exogenous inputs \( r_t \), and since feedback typically plays a large role
in learning, the motor outputs \( y_t \). The input \( u_t \) might have all, some, or no
components in common with the inputs \( w_t \). Generally, learning after time
step \( t \) can depend on the complete history of this variable, \( U_t = \{u_1, \ldots, u_t\} \).
Sensorimotor learning can then be modeled as a discrete-time dynamical
system whose state is the current sensorimotor transformation, \( F_t \), and
whose state-update equation is the “learning rule” that specifies how \( F \nchanges over time:

\[
F_{t+1} = L(F_t^t, U_t, \eta_t, t), \tag{2.1b}
\]

where the noise term \( \eta_t \) includes sensory feedback noise as well as intrinsic
variability in the mechanisms of learning and will be referred to as learning
noise.

Previous studies that have adopted a dynamical systems approach to
studying sensorimotor learning have taken only the output noise into ac-
count (Thoroughman & Shadmehr, 2000; Donchin et al., 2003; Baddeley
et al., 2003). However, it seems likely that variability exists in both the sen-
rorimotor output and the process of sensorimotor learning. Attempts to fit
empirical data with parametric models of learning that do not account for
learning noise may yield incorrect results (see section 4.4 for an example).
Aside from these practical concerns, it is also of intrinsic interest to quantify
the relative contributions of the output and learning noise to performance
variability.

2.2 The Class of LDS Models. The model class defined in equation 2.1
provides a general framework for thinking about sensorimotor learning,
but it is too general to be of practical use. Here we outline a series of
assumptions that lead us from the general formulation to the specific class
of LDS models, which can be a practical yet powerful tool for interpreting sensorimotor learning experiments:

- **Stationarity**: On the timescale that it takes to collect a typical data set, the learning rule $L$ does not explicitly depend on time.

- **Parameterization**: $F_t$ can be written in parametric form with a finite number of parameters, $x_t \in \mathbb{R}^m$. This is not a serious restriction, as many finite basis functions sets can describe large classes of functions. The parameter vector $x_t$ now represents the state of the dynamical system at time $t$, and $X_t$ is the history of these states. The full model, consisting of the learning rule $L$ and sensorimotor transformation $F$, is now given by

  $$x_{t+1} = L(X_t, U_t, \eta_t),$$
  $$y_t = F(x_t, w_t, \gamma_t).$$

- **Markov property**: The evolution of the system depends on only the current state and inputs, not on the full history:

  $$x_{t+1} = L(x_t, u_t, \eta_t),$$
  $$y_t = F(x_t, w_t, \gamma_t).$$

In other words, we assume online or incremental learning, as opposed to batch learning, a standard assumption for models of biological learning.

- **Linear approximation and gaussian noise**: The functions $F$ and $L$ can be linearized about some equilibrium values for the states ($x_e$), inputs ($u_e$ and $w_e$), and outputs ($y_e$):

  $$x_{t+1} - x_e = A(x_t - x_e) + B(u_t - u_e) + \eta_t,$$
  $$y_t - y_e = C(x_t - x_e) + D(w_t - w_e) + \gamma_t.$$

Thus, if the system were initially set up in equilibrium, the dynamics would be solely driven by random fluctuations about that equilibrium. The linear approximation is not unreasonable for many experimental contexts in which the magnitude of the experimental manipulation, that is, the inputs, is small, since in these cases, the deviations from equilibrium of the state and the output are small.

The combined effect of the constant equilibrium terms in equation 2.4 can be lumped into a single constant "bias" term for each equation:

  $$x_{t+1} = Ax_t + Bu_t + b_x + \eta_t,$$
  $$y_t = Cx_t + Dw_t + b_y + \gamma_t.$$
We will show in section 3.2 that it is possible to remove the effects of the bias terms $b_x$ and $b_y$ from the LDS. In anticipation of that result, we drop the bias terms in the following discussion.

With the additional assumption that $\eta_t$ and $\gamma_t$ are zero-mean, gaussian white noise processes, we arrive at the LDS model class we use below:

$$\begin{align*}
x_{t+1} &= A x_t + B u_t + \eta_t, \\
y_t &= C x_t + D w_t + \gamma_t,
\end{align*}$$

where

$$\begin{align*}
\eta_t &\sim N(0, Q), & \gamma_t &\sim N(0, R).
\end{align*}$$

In principle, signal-dependent motor noise (Clamann, 1969; Matthews, 1996; Harris & Wolpert, 1998; Todorov & Jordan, 2002) could be incorporated into this model by allowing the output variance $R$ to vary with $t$. In practice, this would complicate parameter estimation. In the case where the data consist of a set of discrete movements with similar kinematics (e.g., repeated reaches with only modest variation in start and end locations), the modulation of $R$ with $t$ would be negligible. We will restrict our consideration to the case of stationary $R$.

Among the LDS models defined in equation 2.6 there are distinct subclasses that are functionally equivalent. The parameters of two equivalent models are related to each other by a similarity transformation of the states $x_t$,

$$\begin{align*}
x_t &\rightarrow P x_t \\
A &\rightarrow P A P^{-1} & C &\rightarrow C P^{-1} \\
B &\rightarrow P B & D &\rightarrow D \\
Q &\rightarrow P Q P^T & R &\rightarrow R,
\end{align*}$$

where $P$ is an invertible matrix. This equivalence exists because the state cannot be directly observed, but must be inferred from the outputs $y_t$. An LDS from one subclass of equivalent models cannot be transformed into an LDS of another subclass via equation 2.7. In particular, a similarity transformation of an LDS with $A = I$ always yields another LDS with $A = I$ since

$$(A = I) \rightarrow (P A P^{-1} = I).$$

Therefore, it is restrictive to assume that $A = I$—that there is no “decay” of input-driven state changes over time.

The equivalence under similarity transformation can be useful if one wishes to place certain constraints on the LDS parameters. For instance, if
one wishes to identify state components that evolve independently in the absence of sensory inputs, then the matrix $A$ has to be diagonal. In many cases, this constraint can be met by performing unconstrained parameter estimation and then transforming the parameters with $P = [v_1 \cdots v_n]^{-1}$, where $v_i$ are the eigenvectors of the estimate of $A$. The transformed matrix $A' = PA P^{-1}$ is a diagonal matrix composed of the eigenvalues of $A$. As another example, the relationship between the state and the output might be known, that is, $C = C_0$. If both $C_0$ and the estimated value of $C$ are invertible, this constraint is achieved by transforming the estimated LDS with $P = C_0^{-1} \hat{C}$.

2.3 Feedback in LDS Models. In the LDS model of equation 2.6, learning is driven by an input vector $u_t$. In an experimental setting, the exact nature of this signal will depend on the details of the task and is likely to be unknown. In general, it can include sensory feedback of the previous movement as well as exogenous sensory inputs. When we consider the problem of parameter estimation in section 4, we will show that the parameters corresponding to these two components of the input have different statistical properties. Therefore, we will explicitly write the input vector as $u_t^T = [r_t^T \ y_t^T]$, where the vector $r_t$ contains the exogenous input signals. We will similarly partition the input parameter, $B = [G \ H]$. This yields the form of the LDS model that will be used in the subsequent discussion:

\begin{align*}
  x_{t+1} &= A x_t + [G \ H] \begin{bmatrix} r_t \\ y_t \end{bmatrix} + \eta_t, \\
  y_t &= C x_t + D w_t + \gamma_t, \\
  \eta_t &\sim N(0, Q), \quad \gamma_t &\sim N(0, R).
\end{align*}

(2.9a) (2.9b) (2.9c)

The decomposition of $u_t$ specified above is not overly restrictive, since any feedback signal can be divided into a component that is uncorrelated with the output ($r_t$ above) and a component that is a linear transformation of the output. Furthermore, equation 2.9 can capture a variety of common feedback models. To illustrate this point, we consider three forms of error-corrective learning.

In the first case, learning is driven by the previous performance error, $u_t = y_t - y_t^*$, where $y_t^*$ is the target output. As an example, $y_t^*$ could be a visual reach target, and $u_t$ could be the visually perceived reach error. If we let $r_t = -y_t^*$ and $G = H$, then equation 2.9a acts as a feedback controller designed to reduce performance error.

\footnote{This transformation exists only if there are $n$ linearly independent eigenvectors, where $n$ is the dimensionality of the state.}
As a second form of error corrective learning, consider the case where learning is driven by the unexpected motor output, \( u_t = y_t - \hat{y}_t \), where \( \hat{y}_t = C x_t + D w_t \) is the predicted motor output. This learning rule would be used if the goal of the learner were to accurately predict the output of the system given the inputs \( u_t \) and \( w_t \), that is, to learn a "forward model" of the physical plant \( \hat{y}(u_t, w_t, x_t) \) (Jordan & Rumelhart, 1992). Writing this learning rule in the LDS form of equation 2.6a, we obtain

\[
\begin{align*}
x_{t+1} &= A x_t + B(y_t - C x_t - D w_t) + \eta_t \\
&= (A - BC) x_t - BD w_t + B y_t + \eta_t.
\end{align*}
\]

Thus, this scheme can be expressed in the form of equation 2.9a, with \( r_t = w_t \) and parameters \( A', G', \) and \( H' \).

Finally, learning could be driven by the predicted performance error, \( u_t = \hat{y}_t - y_t^* \) (e.g., Jordan & Rumelhart, 1992; Donchin et al., 2003). This scheme would be useful if the learner already had access to an accurate forward model. Using the predicted performance to estimate movement error would eliminate the effects that motor variability and feedback sensor noise have on learning. Also, in the context of continuous time systems, learning from the predicted performance error minimizes the effects of delays in the feedback loop. Putting this learning rule into the form of equation 2.6a, we obtain

\[
\begin{align*}
x_{t+1} &= A x_t + B(C x_t + D w_t - y_t^*) + \eta_t \\
&= (A + BC) x_t + BD w_t + B y_t + \eta_t.
\end{align*}
\]

Again, this scheme is consistent with equation 2.9a, with the inputs \( r_t \) and parameters \( A' \) and \( G' \) and \( H = 0 \).

**2.4 Example Applications.** LDS models can be applied to a wide range of sensorimotor learning tasks, but there are some restrictions. The true dynamics of learning must be consistent with the assumptions underlying the LDS framework, as discussed in section 2.2. Most notably, both the learning dynamics and motor output have to be approximately linear within the range of states and inputs experienced. In addition, LDS models can be fit to experimental data only if the inputs \( u_t \) and outputs \( y_t \) are well defined and can be measured by the experimenter. Identifying inputs amounts to defining the error signals that could potentially drive learning. While the true inputs will typically not be known a priori, it is often the case that several candidate input signals are available. Hypothesis testing can then
be used to determine which signals contribute significantly to the dynamics of learning, as discussed in section 4.2. The outputs $y_t$ must be causally related to the state of the sensorimotor system, since it functions as a noisy readout of the state. Several illustrative examples are described here.

Consider first the case where $t$ represents discrete movements. Two example tasks would be goal-directed reaching and hammering. A reasonable choice of state variable for these tasks would be the average positional error at the end of the movement. In this case, $y_t$ would be the error on each trial. In the hammering task, one might also include task-relevant dynamic information such as the magnitude and direction of the impact force. In some circumstances, these end-point-specific variables might be affected too much by online feedback to serve as a readout of the sensorimotor state. In such a case, one may choose to focus on variables from earlier in the movement (e.g., Thoroughman & Shadmehr, 2000; Donchin et al., 2003). Indeed, a more complete description of the sensorimotor state might be obtained by augmenting the output vector by multiple kinematic or dynamic parameters of the movement and similarly increasing the dimensionality of the state. In the reaching task, for example, $y_t$ could contain the position and velocity at several time points during the reach. Similarly, the output for the hammering task might contain snapshots of the kinematics of the hammer or the forces exerted on the hammer by the hand. If learning is thought to occur independently in different components of the movement, then state and output variables for each component should be handled by separate LDS models in order to reduce the overall model complexity.

Next, consider the example of gain adaptation in the vestibular ocular reflex (VOR). The VOR stabilizes gaze direction during head rotation. The state of the VOR can be characterized by its “gain,” the ratio of the angular speed of the eye response over the speed of the rotation stimulus. When magnifying or minimizing lenses are used to alter the relationship between head rotation and visual motion, VOR gain adaptation is observed (Miles & Fuller, 1974). An LDS could be used to model this form of sensorimotor learning with the VOR gain as the state of the system. If the output is chosen to be the empirical ratio of eye and head velocity, then a linear equation relating output to state is reasonable. The input to the LDS could be the speed of visual motion or the ratio of that speed to the speed of head rotation. On average, such input would be zero if the VOR had perfect gain. A more elaborate model could include separate input, state, and output variables for movement about the horizontal and vertical axes. The dynamics of VOR adaptation could be modeled across discrete trials, consisting, for example, of several cycles of sinusoidal head rotations about some axis. The variables $y_t$ and $u_t$ could then be time averages over trial $t$ of the respective variables. On the other hand, VOR gain adaptation is more accurately described as a continuous learning process. This view can also be incorporated into the LDS framework. Time is discretized into time steps indexed by $t$, and the variables $y_t$ and $u_t$ represent averages over each time step.
In the examples described so far, the input and output error signals are explicitly defined with respect to some task-relevant goal. It is important to note, however, that the movement goal need not be explicitly specified or directly measurable. There are many examples where sensorimotor learning occurs without an explicit task goal: when auditory feedback of vowel production is pitch-shifted, subjects alter their speech output to compensate for the shift (Houde & Jordan, 1998); when reaching movements are performed in a rotating room, subjects adapt to the Coriolis forces to produce nearly straight arm trajectories even without visual feedback (Lackner & Dizio, 1994); when the visually perceived curvature of reach trajectories is artificially shifted, subjects adapt their true arm trajectories to compensate for the apparent curvature (Wolpert, Ghahramani, & Jordan, 1995; Flanagan & Rao, 1995). What is common to these examples is an apparent implicit movement goal that subjects are trying to achieve. The LDS approach can still be applied in this common experimental scenario. In this case, a measure of the trial-by-trial deviation from a baseline (preexposure) movement can serve as a measure of the state of sensorimotor adaptation or as an error feedback signal. This approach has been applied successfully in the study of reach adaptation to force perturbations (Thoroughman & Shadmehr, 2000; Donchin et al., 2003).

3 Characteristics of LDS Models

We now describe how the LDS parameters relate to two important characteristics of sensorimotor learning: the steady-state behavior of the learner and the effects of performance bias.

3.1 Dynamics vs. Steady State. Most experiments of sensorimotor learning have focused on the after-effect of learning, measured as the change in motor output following a block of repeated exposure trials. The LDS can be used to model such blocked exposure designs. An LDS with constant exogenous inputs \( r_t = r, w_t = w \) will, after many trials, approach a steady state in which the state and output are constant except for fluctuations due to noise. The after-effect is essentially the expected value of the steady-state output,

\[
y_\infty = \lim_{t \to \infty} E(y_t) = Cx_\infty + Dw. \quad (3.1)
\]

An expression for the steady state \( x_\infty = \lim_{t \to \infty} E(x_t) \) is obtained by taking the expectation value and then the limit of equation 2.9a, yielding

\[
x_\infty = Ax_\infty + Gr + Hy_\infty. \quad (3.2)
\]
Combining equations 3.1 and 3.2, the steady state is given by the solution of

\[-(A + HC - I)x_\infty = Gr + HDw. \tag{3.3}\]

A unique solution to equation 3.3 exists only if \(A + HC - I\) is invertible. One sufficient condition for this is asymptotic stability of the system, which means that the state converges to zero as \(t \to \infty\) in the absence of any inputs or noise. This follows from the fact that a system is asymptotically stable if and only if all of the eigenvalues of \(A + HC\) have magnitude less than unity (Kailath, 1980). When a unique solution exists, it is given by

\[x_\infty = -(A + HC - I)^{-1}(Gr + HDw), \tag{3.4}\]

and the steady-state output is

\[y_\infty = -C(A + HC - I)^{-1}(Gr + HDw) + Dw. \tag{3.5}\]

This last expression can be broken down into the effective gains for the inputs \(r\) and \(w\)—the coefficients \(C(A + HC - I)^{-1}G\) and \(C(A + HC - I)^{-1}HD + D\), respectively. While these two gains can be estimated from the steady-state output in a blocked-exposure experiment, they are insufficient to determine the full system dynamics. In fact, none of the parameters of the LDS model in equation 2.9 can be directly estimated from these two gains.

The difference between studying the dynamics and the steady state is best illustrated with examples. We consider the performance of two specific LDS models. For simplicity, we place several constraints on the LDS: \(C = I\), meaning the state \(x\) represents the mean motor output; \(D = 0\), meaning the exogenous input has no direct effect on the current movement; and \(G\) and \(H\) are invertible, meaning that no dimensions of the input \(r\) or feedback \(y_t\) are ignored during learning. In the first example, we consider the case where \(A = I\). This is a system with no intrinsic decay of the learned state. From equation 3.5, we see that the steady-state output in this case converges to the value

\[y_\infty = -H^{-1}Gr. \tag{3.6}\]

If this is a simple error-corrective learning algorithm as in the first example of section 2.3, then \(G = H\) and the output converges to a completely adaptive response in the steady state, \(y_\infty = -r\). In such a case, the steady-state output is independent of the value of \(H\), and so experiments that measure only the steady-state performance will miss the dynamical effects due to the structure of \(H\). Such effects are illustrated in Figure 2, which shows
Figure 2: Illustration of the difference between trial-by-trial state of adaptation (connected arrows) and steady-state of adaptation (open circles) in a simple simulation of error-corrective learning. The data were simulated with no noise and with diagonal matrices \( G = H \). The learning rate in the \( x \)-direction, \( H_{11} \), was 40% smaller than in the \( y \)-direction, \( H_{22} \). Four different input vectors \( r_t = -y_t^* \) were used, as shown in the inset in the corresponding shade of gray.

the simulated evolution of the state of the system when the learning rate along the \( x \)-direction \( (H_{11}) \) is 40% smaller than in the \( y \)-direction \( (H_{22}) \). Such spatial anisotropies in the dynamics of learning provide important clues about the underlying mechanisms of learning. For example, anisotropies could be used to identify differences in the learning and control of specific spatial components of movement (Pine, Krakauer, Gordon, & Ghez, 1996; Favilla, Hening, & Ghez, 1989; Krakauer, Pine, Ghilardi, & Ghez, 2000).

In the second example, we consider a learning rule that does not achieve complete adaptation, a more typical outcome in experimental settings. Unlike in the last example, we assume that the system is isotropic: \( A = aI, G = -gI, \) and \( H = -hI \), where \( a, g, \) and \( h \) are positive scalars. In this case, the steady-state output is

\[
y_{\infty} = \frac{-g}{(1-a) + h} r. \tag{3.7}
\]

A system with \( a = 1 \) and \( g = h \) will exhibit complete adaptation: \( y_{\infty} = -r \). However, incomplete adaptation, \( |y_{\infty}| < |r| \), could be due to either state decay \( (a < 1) \) or a greater weighting of the feedback signal compared to the exogenous shift \( (h > g) \). Measurements of the steady state are not sufficient to distinguish between these two qualitatively different scenarios. These examples illustrate that knowing the steady-state output does not fully constrain the important features of the underlying mechanisms of adaptation.
3.2 Modeling Sensorimotor Bias. The presence of systematic errors in human motor performance is well documented (e.g., Weber & Daroff, 1971; Soechting & Flanders, 1989; Gordon, Ghilardi, Cooper, & Ghez, 1994). Such sensorimotor biases could arise from a combination of sensory, motor, and processing errors. While bias has not been considered in previous studies using LDS models, failing to account for it can lead to poor estimates of model parameters. Here, we show how sensorimotor bias can be incorporated into the LDS model and how the effects of bias on parameter estimation can be avoided.

It might seem that the simplest way to account for sensorimotor bias would be to add a bias vector $b_y$ to the output equation (equation 2.9):

$$
\begin{align*}
  x_{t+1} &= Ax_t + Gr_t + Hy_t + \eta_t, \\
  y_t &= Cx_t + Dw_t + b_y + \gamma_t.
\end{align*}
$$

(3.8a) (3.8b)

However, in a stable feedback system, feedback-dependent learning will effectively adapt away the bias. This can be seen by examining the steady state of equation 3.8:

$$
\begin{align*}
  x_\infty &= -(A + HC - I)^{-1}(Gr + HDw + Hb_y), \\
  y_\infty &= -C(A + HC - I)^{-1}(Gr + HDw + Hb_y) + Dw + b_y.
\end{align*}
$$

Considering the case where $A = I$ and $C$ and $H$ are invertible, the steady state compensates for the bias, $x_\infty = -C^{-1}(H^{-1}Gr + Dw + b_y)$, and so the bias term vanishes entirely from the asymptotic output: $y_\infty = -H^{-1}Gr$.

The simplest way to capture a stationary sensorimotor bias in an LDS model is to incorporate it into the learning equation. For reasons that will become clear below, we add a bias term $-Hb_x$,

$$
\begin{align*}
  x_{t+1} &= Ax_t + Gr_t + Hy_t - Hb_x + \eta_t, \\
  y_t &= Cx_t + Dw_t + \gamma_t.
\end{align*}
$$

(3.9a) (3.9b)

Now the bias carries through to the sensorimotor output:

$$
\begin{align*}
  x_\infty &= -(A + HC - I)^{-1}(Gr + HDw - Hb_x), \\
  y_\infty &= -C(A + HC - I)^{-1}(Gr + HDw - Hb_x) + Dw.
\end{align*}
$$

Again assuming that $A = I$, and $C$ and $H$ are invertible, the stationary output becomes $y_\infty = -H^{-1}Gr + b_x$, which is the unbiased steady-state output plus the bias vector $b_x$.

As described in section 2, the sensorimotor biases defined above are closely related to the equilibrium terms $x_e$, $y_e$, and so on in equation 2.4. If
equation 3.9 were fit to experimental data, the bias term $b_x$ would capture the combined effects of all the equilibrium terms in equation 2.4a. Similarly, a bias term $b_y$ in the output equation would account for the equilibrium terms in equation 2.4b. However, adding these bias parameters to the model would increase the model complexity with little benefit, as it would be very difficult to interpret these composite terms. Here we show how bias can be removed from the data so that these model parameters can be safely ignored.

With $T$ being the total number of trials or time steps, let $\bar{x} = \frac{1}{T-1} \sum_{t=1}^{T-1} x_t$, and $\bar{u}$, $\bar{w}$, and $\bar{y}$ defined accordingly. Averaging equation 2.5 over $t$, we get

$$\frac{1}{T-1} \sum_{t=1}^{T-1} x_{t+1} = A\bar{x} + B\bar{u} + b_x + \frac{1}{T-1} \sum_{t=1}^{T-1} \eta_t,$$

$$\bar{y} = C\bar{x} + D\bar{w} + b_y + \frac{1}{T-1} \sum_{t=1}^{T-1} \gamma_t.$$

With the approximations $\frac{1}{T-1} \sum_{t=1}^{T-1} x_{t+1} \approx \bar{x} + O(1/T)$, $\frac{1}{T-1} \sum_{t=1}^{T-1} \eta_t \approx 0 + O(1/\sqrt{T})$, and $\frac{1}{T-1} \sum_{t=1}^{T-1} \gamma_t \approx 0 + O(1/\sqrt{T})$, which are quite good for large $T$, we get

$$\bar{x} = A\bar{x} + B\bar{u} + b_x,$$

$$\bar{y} = C\bar{x} + D\bar{w} + b_y.$$

Subtracting these equations from equation 2.5 leads to

$$x_{t+1} - \bar{x} = A(x_t - \bar{x}) + B(u_t - \bar{u}) + \eta_t,$$

$$y_t - \bar{y} = C(x_t - \bar{x}) + D(w_t - \bar{w}) + \gamma_t.$$

Therefore, the mean-subtracted values of the empirical input and output variables obey the same dynamics as the raw data, but without the bias terms. This justifies using equation 2.6 to model experimental data, as long as the inputs and outputs are understood to be the mean-subtracted values.

4 Parameter Estimation

Ultimately, LDS models of sensorimotor learning are useful only if they can be fit to experimental data. The process of selecting the LDS model that best accounts for a sequence of inputs and outputs is called system identification (Ljung, 1999). Here we take a maximum-likelihood approach to system identification. Given a sequence (or sequences) of input and output data,
we wish to determine the model parameters for equation 2.9 for which the data set has the highest likelihood; that is, we want the maximum likelihood estimates (MLE) of the model parameters. Since no analytical solution exists in this case, we employ the expectation-maximization (EM) algorithm to calculate the MLE numerically (Dempster, Laird, & Rubin, 1977). A review of the EM algorithm for LDS (Shumway & Stoffer, 1982; Ghahramani & Hinton, 1996) is presented in the appendix, with one algorithmic refinement. A Matlab implementation of this EM algorithm is freely available online at http://keck.ucsf.edu/~sabes/software/. Here we discuss several issues that commonly arise when trying to fit LDS models that include sensory feedback.

4.1 Correlation Between Parameter Estimates. Generally, identification of a system operating under closed loop (i.e., where the output is fed back to the learning rule) is more difficult than if the same system were operating in open loop (no feedback). This is partly because the closed loop makes the system less sensitive to external input (Ljung, 1999). In addition, and perhaps more important for our application, since the output directly affects the state, these two quantities tend to be correlated. This makes it difficult to distinguish their effects on learning, that is, to fit the parameters $A$ and $H$.

To determine the conditions that give rise to this difficulty consider two hypothetical LDS models,

$$x_{t+1} = Ax_t + Gr_t + Hy_t + \eta_t,$$

(4.1)

$$x_{t+1} = A'x_t + Gr_t + H'y_t + \eta_t,$$

(4.2)

which are related to each other by $A' = A - \delta C$ and $H' = H + \delta$. These models differ in how much the current state affects the subsequent state directly ($A$) or through output feedback ($H$), and the difference is controlled by $\delta$. However, the total effect of the current state is the same in both models: $A + HC = A' + H'C$. Distinguishing these two models is thus equivalent to separating the effects of the current state and the feedback on learning. To determine when this distinction is possible, we rewrite the second LDS in terms of $A$ and $H$:

$$x_{t+1} = (A - \delta C)x_t + Gr_t + (H + \delta)yt + \eta_t$$

$$= Ax_t + Gr_t + Hy_t + \delta(y_t - Cx_t) + \eta_t$$

$$= Ax_t + Gr_t + Hy_t + \delta(Dw_t + \gamma_t) + \eta_t,$$

(4.3)

where the last step uses equation 2.9b. Comparing equations 4.1 and 4.3, we see that the two models are easily distinguished if the contribution of the $\delta Dw_t$ term is large. However, in many experimental settings, the
exogenous input has little effect on the ongoing motor output (e.g., in the terminal feedback paradigm described in section 5), implying that $Dw_t$ is negligible. In this case, the main difference between these two models is the noise term $\delta\gamma_t$, and the ability to distinguish between the models depends on the relative magnitudes of the variances of the output and learning noise terms, $R = \text{Var}(\gamma_t)$ and $Q = \text{Var}(\eta_t)$. For $|R| \gg |Q|$, separation will be relatively easy. In other cases, the signal due to $\delta\gamma_t$ may be lost in the learning noise.

We next fit a one-dimensional LDS to simulated data in order to confirm the correlation between the estimates for $A$ and $H$ and to investigate other potential correlations among parameter estimates. In these simulations, the inputs $r_t$ and the learning noise $\eta_t$ were both zero-mean, gaussian white noise processes. Both variables had unity variance, determining the scale for the other parameters' values, which are listed in Figure 3. Three different values for $\sqrt{R/Q}$ and two data set lengths $T$ were used. Note that the input affects learning via the product $Gr$, and so the standard deviation of this product quantifies the input effect. Here and below we use $|Gr|$ to refer to this standard deviation. For each pair of values for $\sqrt{R/Q}$ and $T$, we simulated 1000 data sets and estimated the LDS parameters with the EM algorithm. We then calculated the correlations between the various parameter estimates across simulated data sets (see Figure 3). With sufficiently large data sets the MLE are consistent and exhibit little variability.
(see Figure 3, bottom row). If the data sets are relatively small, two different effects can be seen, depending on the relative magnitudes of $R$ and $Q$. As predicted above, when $R < Q$, there is large variability in the estimates $\hat{A}$ and $\hat{H}$, and they are negatively correlated (see Figure 3, top-left panel). In separate simulations (data not shown), we confirmed that this correlation disappears when there are substantial feedthrough inputs—that is, when $|Dw|$ is large. In contrast, when the output noise has large variance, $R > Q$, the estimate $\hat{R}$ covaries with the other model parameters (see Figure 3, top-right panel). This effect has an intuitive explanation: when the estimated output variance is larger than the true value, even structured variability in the output is counted as noise. In other words, a large $\hat{R}$ masks the effects of the other parameters, which are thus estimated to be closer to zero.

Next, we isolate and quantify in more detail the correlation between the estimates $\hat{A}$ and $\hat{H}$. We computed the MLE for simulated data under two different constraint conditions. In the first case, only $\hat{H}$ was fit to the data, while all other parameters were fixed at their true values ($H$ unknown, $A$ known). In the second case, the sum $A + HC$ and all parameters other than $A$ and $H$ were fixed to their true values ($A$ and $H$ unknown, $A + HC$ known). In this case, $\hat{A}$ and $\hat{H}$ were constrained to be $A - \delta C$ and $H + \delta$, respectively, and the value of $\delta$ was fit to the data. This condition tests directly whether the maximum likelihood approach can distinguish the effects of the current state and the feedback on learning. Under both of these conditions, there is only a single free parameter, and so a simple line search algorithm was used to find the MLE of the parameter from simulated data.

Data were simulated with the same parameters as in Figure 3 while three quantities were varied: $\sqrt{R/Q}$, $|Gr|$, and $T$ (see Figure 4). For a given set of parameter values, we simulated 1000 data sets and found the MLE $\hat{H}$ for each. The 95% confidence interval (CI) for $\hat{H}$ was computed as the symmetric interval around the true $H$ containing 95% of the fit values $\hat{H}$.

The results for the first constraint case ($H$ unknown) are shown on the left side of Figure 4. Uncertainty in $\hat{H}$ is largely invariant to the magnitude of the output noise or the exogenous input signal, $|Gr|$, although there is a small interaction between the two at high input levels. For later comparison, we note that with $T = 1000$, we obtain a 95% CI of $\pm 0.05$.

The results are very different when $A + HC$ is fixed but $A$ and $H$ are unknown (right side of Figure 4). While the uncertainty in $\hat{H}$ is independent of the input magnitude, it is highly dependent on the magnitude of the output noise. As predicted, when $R$ is small relative to $Q$, there is much greater uncertainty in $\hat{H}$ compared to the first constraint condition. For example, if $\sqrt{R/Q} \approx 2$ (comparable to the empirical results shown in Figure 8C below), several thousand trials would be needed to reach a 95% CI of $\pm 0.05$. In order to match the precision of $\hat{H}$ obtained in the first constraint condition with $T = 1000$, $\sqrt{R/Q} \approx 8$ is needed.
4.2 Hypothesis Testing. One important goal in studying sensorimotor learning is to identify which sensory signal, or signals, drive learning. Consider the case of a $k$-dimensional vector of potential input signals, $r_t$. We wish to determine whether the $i$th component of this input has a significant effect on the evolution of the state, that is, whether $G_{i}$, the $i$th column of
$G_i$ is significantly different from zero. Specifically, we would like to test the hypothesis $H_1: G_i \neq 0$ against the null hypothesis $H_0: G_i = 0$. Given the framework of maximum likelihood estimation, we could use a generic likelihood ratio test in order to assess the significance of the parameters $G_i$ (Draper & Smith, 1998). However, the likelihood ratio test is valid only in the limit of large data sets. Given the complexity of these models, that limit may not be achieved in typical experimental settings.

Instead, we propose the use of a permutation test, a simple class of nonparametric, resampling-based hypothesis tests (Good, 2000). Consider again the null hypothesis $H_0: G_i = 0$, which implies that $r_{it}$, the $i$th component of the exogenous input $r_t$, does not influence the evolution system. If $H_0$ were true, then randomly permuting the values of $r_{it}$ across $t$ should not affect the quality of the fit; in any case we expect $\hat{G}_i$ to be near zero. This suggests the following permutation test. We randomly permute the $i$th component of the exogenous input, determine the MLE parameters of the LDS model from the permuted data, and compute a statistic representing the goodness-of-fit of the MLE—in our case, the log likelihood of the permuted data given the MLE, $L_{\text{perm}}$. This process is repeated many times. The null hypothesis is then rejected at the $(1 - \alpha)$ level if the fraction of $L_{\text{perm}}$ that exceeds the value of $L$ computed from the original data set is below $\alpha$. Alternatively, the magnitude of $G_i$ itself could be used as the test statistic, since $G_i$ is expected to be near zero for the permuted data sets.

To evaluate the usefulness of the permutation test outlined above, we performed a power analysis on data sets simulated from the one-dimensional LDS described in Figure 5. For each combination of parameters, we simulated 100 data sets. For each of these data sets, we determined the significance of the scalar $G$ using the permutation test described above with $k = i = 1$, $\alpha = 0.05$, and 500 permutations of $r_t$. The fraction of data sets for which the null hypothesis was (correctly) rejected represents the power of the permutation test for those parameter values.

The top panel of Figure 5 shows the power as a function of the input magnitude and trial length $T$, given $\sqrt{R/Q} = 2$. The lower panel shows the magnitude of the input required to obtain a power of 80%, as a function of $\sqrt{R/Q}$ and $T$. Plots such as these should be used during experimental design. However, since neither $G$ nor the output and learning noise magnitudes are typically known, heuristic values must be used. With $\sqrt{R/Q} = 2$ and $|Gr|/\sqrt{Q} = 0.2$, approximately 1600 trials are needed to obtain 80% power. Note, however, that the exogenous input signal is often under experimental control. In this case, the same power could be achieved with about 400 trials if the magnitude of that signal were doubled. In general, increasing the amplitude of the input signal will allow the experimenter to achieve any desired statistical power for this test. Practically, however, the size of a perturbative input signal is usually limited by several factors, including physical constraints or a requirement that subjects remain...
unaware of the manipulation. Therefore, large numbers of trials may often be required to achieve sufficient power.

4.3 Combining Multiple Data Sets. A practical approach to collecting larger data sets is to perform repeated experiments, either during multiple sessions with a single subject or with multiple subjects. In either case, accurate model fitting requires that the learning rule is stationary (i.e., constant LDS parameters) across sessions or subjects. There are two possible approaches to combining $N$ data sets of length $T$. First, the data from different sessions can be concatenated to form a “super data set” of length $NT$. The
system identification procedure outlined in the appendix can be directly applied to the super data set with the caveat that the initial state $x_{t=1}$ has to be reset at the beginning of each data set.

A second approach can be taken when nominally identical experiments are repeated across sessions, that is, when the input sequences $r_t$ and $w_t$ are the same in each session. In this approach, the inputs and outputs are averaged across sessions, yielding a single average data set with inputs $\tilde{r}_t$ and $\tilde{w}_t$ and outputs $\tilde{y}_t$. The dynamics underlying this average data set are obtained by averaging the learning and output equations for each $t$ (see equation 2.9) across data sets:

$$\tilde{x}_{t+1} = A\tilde{x}_t + [G \ H] \begin{bmatrix} \tilde{r}_t \\ \tilde{y}_t \end{bmatrix} + \tilde{\eta}_t,$$

$$\tilde{y}_t = C\tilde{x}_t + D\tilde{w}_t + \tilde{\gamma}_t.$$

(4.4a)

(4.4b)

Note that the only difference between this model and that describing the individual data sets is that the noise variances have been scaled: $\text{Var}(\tilde{\eta}_t) = Q/N$ and $\text{Var}(\tilde{\gamma}_t) = R/N$. Therefore, the EM algorithm (see the appendix) can be directly applied to average data sets as well.

Since both approaches to combining multiple data sets are valid, we ran simulated experiments to determine which approach produces better parameter estimates, that is, tighter confidence intervals. Simulations were performed with the model described in Figure 6, varying $R$ and $Q$ while maintaining a fixed ratio $\sqrt{R/Q} = 2$.

![Figure 6: 95% confidence intervals for the MLE of the input parameter $G$, computed from 1000 simulated data sets. All simulations were run with $\sqrt{R/Q} = 2$ and gaussian white noise inputs with zero-mean and unit variance. $A = 0.8$, $G = -0.3$, $H = -0.2$, $C = 1$, and $D = 0.$](http://www.mitpressjournals.org/doi/pdfplus/10.1162/neco.2006.18.4.760)
The preferred approach for combining data sets depends on which parameter one is trying to estimate. CIs for the exogenous input parameter $\hat{G}$ are shown in Figure 6. Variability depends strongly on the number of trials but even more so on the noise variances. For example, with 200 trials, $R = 1$, and $Q = 1/2$, the 95% CI is $\pm 0.145$. Multiplying the number of trials by 4 results in a 41% improvement in CI, yet dividing the noise variances by 4 yields a 76% improvement. Therefore, for estimating $G$, it is best to average the data sets. It should be noted, however, that the advantage is somewhat weaker for larger input variances (Figure 6 was generated with unit input variance; other data not shown). By contrast, the variability of the MLE for $H$ only mildly depends on the noise variances (data not shown), if at all. Therefore, increasing the data set length by concatenation produces better estimates for $H$ than decreasing the noise variances by averaging.

4.4 Linear Regression. As noted above, there is no analytic solution for the maximum likelihood estimators of the LDS parameters, so the EM algorithm is used (Shumway & Stoffer, 1982; Ghahramani & Hinton, 1996). While EM has many attractive properties (Dempster et al., 1977), it is a computationally expensive, iterative algorithm, and it can get caught in local minima. The computation time becomes particularly problematic when system identification is used in conjunction with resampling schemes for statistical analyses such as bootstrapping (Efron & Tibshirani, 1993) or the permutation tests described above. It is therefore tempting to circumvent the inefficiencies of the EM algorithm by converting the problem into one that can be solved analytically. Specifically, there have been attempts to fit a subclass of LDS models using linear regression (e.g., Donchin et al., 2003). It is in fact possible to find a regression equation for the input parameters $G$, $H$, and $D$ if we assume that $A = I$, a fairly strict constraint implying no state decay. There are then two possible approaches to transforming system identification into a linear regression problem. As we describe here, however, both approaches can lead to inefficient, or worse, inconsistent estimates.

First we consider the subtraction approach. If $A = I$, the following expression for the trial-by-trial change in output can be derived from the LDS in equation 2.6 (i.e., the form without explicit feedback),

$$y_{t+1} - y_t = CBu_t + D(w_{t+1} - w_t) + \gamma_{t+1} - \gamma_t + C\eta_t. \quad (4.5)$$

This equation suggests that the trial-by-trial changes in $y_t$ can be regressed on inputs $u_t$ and $w_t$ in order to determine the parameters $CB$ and $D$. Obtaining an estimate of $B$ requires knowing $C$; however, that is not a significant constraint due to the existence of the similarity classes described in equation 2.7. One complication with this approach is that the noise terms in equation 4.5, $\gamma_{t+1} - \gamma_t + C\eta_t$, are correlated across trials. Such colored noise can be accommodated in linear regression (Draper & Smith, 1998);
Figure 7: Bias in $\hat{H}$ using two different linear regression fits of simulated data. The data sets were simulated with no exogenous inputs and the LDS model parameters $A = 1$, $G = 0$, $H = -0.2$, $C = 1$, and $D = 0$. $Q$ sets the scale. The lower (black) data points represent the average $\hat{H}$ over 1000 simulated data sets using the subtraction approach. The upper (gray) data points are for the summation approach. The true value of $H$ is shown as the dotted line. Error bars represent standard deviations.

However, the ratio of $R$ and $Q$ would have to be known in order to construct an appropriate covariance matrix for the noise. A more serious problem with the regression model in equation 4.5 arises in feedback systems, in which $Bu_t = Gr_t + Hy_t$. In this case, the right-hand side of equation equation 4.5 contains the same term, $y_t$, as the left-hand side. This correlation between the dependent variables $y_t$ and the independent variables $y_{t+1} - y_t$ leads to a biased estimate for $H$. As an example, consider a sequence $y_t$ that is generated by a pure white-noise process with no feedback dynamics. If the regression model of equation equation 4.5 were applied to this sequence, with $C = 1$ and no exogenous inputs, the expected value of the regression parameter would be $\hat{H} = -1$, compared to the true value $H = 0$. Application of the regression model in equation 4.5 to simulated data confirms this pattern of bias in $\hat{H}$ (see Figure 7, black line). In the general multivariate case, $\hat{H}$ will be biased toward $-I$ as long as the output noise is large compared to the learning noise.

The bias described above arises from the fact that the term $y_t$ occurs on both sides of the regression equation. This problem can be circumvented by deriving a simple expression for the output as a linear function of the initial state and all inputs up to, but not including, the current time step:

$$y_t = Cx_1 + C \sum_{\tau=1}^{t-1} (Gr_\tau + Hy_\tau + \eta_\tau) + Dw_t + \gamma_t. \quad (4.6)$$
This expression suggests the summation approach to system identification by linear regression. The set of equations 4.6 for each $t$ can be combined into the standard matrix regression equation $Y = X\beta + \text{noise}$:

$$
\begin{bmatrix}
y_1^T \\
y_2^T \\
\vdots \\
y_t^T \\
\vdots \\
\end{bmatrix} = 
\begin{bmatrix}
1 & 0 & 0 & w_1^T \\
1 & r_1^T & y_1^T & w_2^T \\
\vdots & \vdots & \vdots & \vdots \\
1 & \sum_{\tau=1}^{t-1} r_{\tau}^T \sum_{\tau=1}^{t-1} y_{\tau}^T & \sum_{\tau=1}^{t-1} y_{\tau}^T w_i^T & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\end{bmatrix} \begin{bmatrix}
x_1^T C^T \\
G^T C^T \\
H^T C^T \\
D^T \\
\end{bmatrix} + 
\begin{bmatrix}
0 & y_1^T \\
\eta_1^T & \gamma_1^T \\
\eta_2^T & \gamma_2^T \\
\vdots & \vdots \\
\sum_{\tau=1}^{t-1} \eta_{\tau}^T \eta_{\tau}^T & \sum_{\tau=1}^{t-1} \gamma_{\tau}^T \gamma_{\tau}^T \\
\vdots & \vdots \\
\end{bmatrix} \begin{bmatrix}
C^T \\
I \\
\end{bmatrix}.
$$

(4.7)

For a given value of $C$, regression would produce estimates for $x_1$, $G$, $H$, and $D$. One pitfall with this approach is that the variance of the noise terms grows linearly with the trial count $t$:

$$
\text{Var} \left( C \sum_{\tau=1}^{t-1} \eta_{\tau} + \gamma_{\tau} \right) = (t - 1)C Q C^T + R.
$$

(4.8)

This problem is negligible if $|Q| \ll |R|$. Otherwise, as the trial count increases, the accumulated learning noise will dominate all other correlations and the estimated parameter values will approach zero. This effect can be seen for our simulated data sets in Figure 7, gray line. Of course, this problem could be addressed by modeling the full covariance matrix of the noise terms and including them in the regression (equation 4.8 gives the diagonal terms of the matrix). However, this requires knowing $Q$ and $R$ in advance. Also, the linear growth in variance means that later terms will be heavily discounted, forfeiting the benefit of large data sets.

5 Example: Reaching with Shifted Visual Feedback

Here we present an application of the LDS framework using a well-studied form of feedback error learning: reach adaptation due to shifted visual feedback. In this experiment, subjects made reaching movements in a virtual environment with artificially shifted visual feedback of the hand. The goal is to determine whether a dynamically changing feedback shift drives reach adaptation and, if so, what the dynamics of learning are.

Subjects were seated with their unseen right arm resting on a table. At the beginning of each trial, the index fingertip was positioned at a fixed start location, a virtual visual target was displayed at location $g_t$, and after a short delay an audible go signal instructed subjects to reach to the visual target. The movement began with no visual feedback, but just before the
end of the movement (determined online from fingertip velocity), a white
disk indicating the fingertip position appeared ("terminal feedback"). The
feedback disk tracked the location of the fingertip, offset from the finger by
a vector $r_t$. The fingertip position at the end of the movement is represented
by $f_t$.

Each subject performed 200 reach trials. The sequence of visual shifts
$r_t$ was a random walk in two-dimensional space. The two components of
each step, $r_{t+1} - r_t$, were drawn independently from a zero-mean normal
distribution with a standard deviation of 10 mm and with the step magni-
tude limited to 20 mm. In addition, each component of $r_t$ was limited to the
±60 mm range, with reflective boundaries. These limitations were chosen
to ensure that subjects did not become aware of the visual shift.

In order to model this learning process with an LDS, we need to define
its inputs and outputs. Reach adaptation is traditionally quantified with the
after-effect, that is, the reach error $y_t = f_t - g_t$ measured in a no-feedback
test reach (Held & Gottlieb, 1958). In our case, the terminal feedback ap-
peared sufficiently late to preclude feedback-driven movement corrections.
Therefore, the error on each movement, $y_t$, is a trial-by-trial measure of
the state of adaptation. We will also define the state of the system $x_t$ to be
the mean reach error at a given trial, that is, the average $y_t$ that would be
measured across repeated reaches if learning were frozen at trial $t$. This
definition is consistent with the output equation of the LDS model, equa-
tion 2.9b, if two constraints are placed on the LDS: $D = 0$ and $C = I$. The
first constraint is valid because of the late onset of the visual feedback. The
second constraint resolves the ambiguity of the remaining LDS parameters,
as discussed in section 2.2.

We will also assume that the input to the LDS is the visually perceived er-
ror, $u_t = y_t + r_t$. Thus, we are modeling reach adaptation as error-corrective
learning, with a target output $y^*_t = -r_t$ (see section 2.3). Note that with this
input variable, $Bu_t = Hy_t + Gr_t$ if $B = H = G$. Using the EM algorithm,
the sequence of visually perceived errors (inputs) and reach errors (out-
puts) from each subject was used to estimate the LDS parameters $A$, $B$, $Q$, and $R$.

The parameter fits from four subjects’ data are shown in Figure 8A. The
decay parameter $\hat{A}$ is nearly diagonal for all subjects, implying that the two
components of the state do not mix and thus evolve independently. Also,
the diagonal terms of $\hat{A}$ are close to 1, which means there is little decay of
the adaptive state from one trial to the next.

The individual components of the input parameter $\hat{B}$ are considerably
more variable across subjects. A useful quantity to consider is the square
root of the determinant of the estimated input matrix, $\sqrt{|\det \hat{B}|}$, which is
the geometric mean of the magnitudes of the eigenvalues of $\hat{B}$. This value,
shown in Figure 8B, is a scalar measure of the incremental state correction
due to the visually perceived error on each trial. To determine whether these
responses are statistically significant, we performed the permutation test
Figure 8: (A) Estimated LDS parameters \( \hat{A}, \hat{B}, \hat{Q}, \) and \( \hat{R} \) for four subjects. Labels on the x-axis indicate the components of each matrix. Each bar shading corresponds to a different subject (S1–S4). (B) Results of permutation test for the input parameter \( B \) for each subject. The square marks \( \sqrt{|\det \hat{B}|} \) and the error bars show the 95% confidence interval for that value given \( H_0 : \det B = 0 \), generated from 1000 permuted data sets. (C) Estimate of ratio of output to learning noise standard deviation.

described in section 4.2 on the value of \( \sqrt{|\det \hat{B}|} \). The null hypothesis was \( H_0 : \det B = 0 \).\(^2\) Figure 8B shows that \( H_0 \) can be rejected with 95% confidence for all four subjects, and so we conclude that the visually perceived error significantly contributes to the dynamics of reach adaptation.

As discussed in section 4, the statistical properties of the MLE parameters depend to a large degree on the ratio of the learning and output noise terms. In the present example, the covariance matrices are two-dimensional, and so we quantify the magnitude of the noise terms by the square root of their determinants, \( \sqrt{\det \hat{Q}} \) and \( \sqrt{\det \hat{R}} \), respectively. The ratio of standard deviations is thus \( (\det \hat{R}/\det \hat{Q})^{1/4} \). The experimental value of this ratio ranges from 1.2 to 3.7 with a mean of 2.5 (see Figure 8C). These novel findings suggest that learning noise might contribute almost as much to behavioral variability as motor performance noise.

\(^2\) Since \( \det B = 0 \) could result from any singular matrix \( B \), even if \( B \neq 0 \), this test is more stringent than testing \( B = 0 \). A singular matrix \( B \) implies that some components of the input do not affect the dynamics.
The results presented in Figure 8 depend on the assumption that the visually perceived error \( u_t \) drives learning. This guess was based on the fact that \( u_t \) is visually accessible to the subject and is a direct measure of the subject’s visually perceived task performance. However, several alternative inputs exist, even if we restrict consideration to the variables already discussed. Note again that the input term \( Bu_t \) can be expanded to \( Hy_t + Gr_t \). The hypothesis that the visually perceived error drives learning is thus equivalent to the claim that \( H = G \). However, the true reach error \( y_t \) and the visual shift \( r_t \) could affect learning independently. These variables are not accessible from visual feedback alone, but they could be estimated from comparisons of visual and proprioceptive signals or the predictions of internal forward models. While these estimates might be noisier than those derived directly from vision, this sensory variability is included in the learning noise term, as discussed in section 2.1.

Note that an incorrect choice of input variable \( u_t \) means that the LDS model cannot capture the true learning dynamics, and so the resulting estimate of learning noise should be high. Indeed, one explanation for the large \( Q \) in the model fits above is that an important input signal was missing from the model. The LDS framework itself can be used to address such issues. In this case, we can test the alternative \( H \neq G \) against the null hypothesis \( H = G \) by asking whether a significantly better fit is obtained with two inputs, \([u_t, r_t]\), compared to the single input \( u_t \). The permutation test, with permuted \( r_t \), would be used. We showed in section 4.1, however, that such comparisons require more than the 200 trials per subject collected here.

6 Discussion

Quantitative models, even very simple ones, can be extremely powerful tools for studying behavior. They are often used to clarify difficult concepts, quantitatively test intuitive ideas, and rapidly test alternative hypothesis with virtual experiments. However, successful application of such models depends on understanding the properties of the model class being used. The class of LDS models is an increasingly popular tool for studying sensorimotor learning. We have therefore studied the properties of this model class and identified the key issues that arise in their application.

We explored the steady-state behavior of LDS models and related that behavior to the traditional measures of learning in blocked-exposure experimental designs. These results demonstrate why the dynamical systems approach provides a clearer picture of the mechanisms of sensorimotor learning.

We described the EM algorithm for system identification and discussed some of the details and difficulties involved in estimating model parameters from empirical data. Most important, in closed-loop systems, it is difficult to separate the effects of state decay (\( A \)) and feedback (\( H \)) on the dynamics...
of learning. Note that this limitation is an example of a more general difficulty with all linear models. If any two variables in either the learning or output equations are correlated, then it will be difficult to independently estimate the coefficients of those variables. For example, if the exogenous learning signal $r_t$ and feedthrough input $w_t$ are correlated in a feedback system, then it is difficult to distinguish the exogenous and feedback learning parameters $G$ and $H$. As a second example, if the exogenous input vector $r_t$ is autocorrelated with a timescale longer than that of learning, then the input and the state will be correlated across trials. In this case, it would be difficult to distinguish $A$ and $G$. Such is likely to be the case in experiments that include blocks of constant input, giving a compelling argument for experimental designs with random manipulations.

One attractive feature of LDS models is that they contain two sources of variability: an output or performance noise and a learning noise. Both sources of variability will contribute to the overall variance in any measure of performance. We know of no prior attempts to quantify these variables independently, despite the fact that they are conceptually quite different. In addition, the ratio of the two noise contributions has a large effect on the statistical properties of LDS model fits.

We motivated the LDS model class as a linearization of the true dynamics about equilibrium values for the state and inputs. Linearization is justifiable for modeling a set of movements with similar kinematics (e.g., repeated reaches with small variations in start and end locations) and small driving signals. However, many experiments consist of a set of distinct trial types that are quite different from each other, for example, a task with $K$ different reach targets. It is a straightforward extension of the LDS model presented here to include separate parameters and state variables for each of $K$ trial types. In this case, the effect of the input variables (feedback and exogenous) on a given trial will be different for each of the $K$ state variables (i.e., for the future performance of each trial type). The parameters $G_{ij}$ and $H_{ij}$ that describe these cross-condition effects (the effects of a type $i$ trial on the $j$th state variable) are essentially measures of generalization across the trial types (Thoroughman & Shadmehr, 2000; Donchin et al., 2003). In addition, each trial type could be associated with a different learning noise variance $Q_i$ and output noise variance $R_i$ to account for signal-dependent noise. All of the practical issues raised in this letter apply, except that additional parameters (whose number goes as $K^2$) will require more data for equivalent power.

Finally, we note that if the output is known to be highly nonlinear, it is fairly straightforward to replace the linear output equation, equation 2.6b, with a known, nonlinear model of the state-dependent output, equation 2.2b. In that case, the Kalman smoother in the E-step of the EM algorithm would have to be replaced by the extended Kalman smoother and the closed-form solution of the M-step would likely have to be replaced with an iterative optimization routine.
Appendix: Maximum Likelihood Estimation

We take a maximum likelihood approach to system identification. The maximum likelihood estimator (MLE) for the LDS parameters is given by:

$$\hat{\Theta} = \arg\max_{\Theta} \log \mathcal{P}(y_1, \ldots, y_T | \Theta; u_1, \ldots, u_T, w_1, \ldots, w_T),$$  \hspace{1cm} (A.1)

where $\Theta \equiv \{A, B, C, D, R, Q\}$ is the complete set of parameters of the model in equation 2.6. In the following, we will suppress the explicit dependence on the inputs, $u_1, \ldots, u_T$ and $w_1, \ldots, w_T$, and use the notation $X_t \equiv \{x_1, \ldots, x_t\}$ and $Y_t \equiv \{y_1, \ldots, y_t\}$. Generally, equation A.1 cannot be solved analytically, and numerical optimization is needed.

Here we discuss the application of the EM algorithm (Dempster et al., 1977) to system identification of the LDS model defined in equation 2.6. The EM algorithm is chosen for its attractive numerical and computational properties. In most practical cases, it is numerically stable; every iteration increases the log likelihood monotonically:

$$\log [\mathcal{P}(Y_T | \hat{\Theta}_{i+1})] \geq \log [\mathcal{P}(Y_T | \hat{\Theta}_i)],$$  \hspace{1cm} (A.2)

where $\hat{\Theta}_i$ is the parameter estimate in the $i$th iteration, and convergence to a stationary point of the log likelihood is guaranteed (Dempster et al., 1977). In addition, the two iterative steps of EM algorithm are often easy to implement. The E-step consists of calculating the expected value of the complete log likelihood, $\log \mathcal{P}(X_T, Y_T | \Theta)$, as a function of $\Theta$, given the current parameter estimate $\hat{\Theta}_i$:

$$\Lambda(\Theta, \hat{\Theta}_i) = E(\log \mathcal{P}(X_T, Y_T | \Theta))_{Y_T, \hat{\Theta}_i}.$$  \hspace{1cm} (A.3)

In the M-step, the parameters that maximize the expected log likelihood are found:

$$\hat{\Theta}_{i+1} = \arg\max_{\Theta} \Lambda(\Theta, \hat{\Theta}_i).$$  \hspace{1cm} (A.4)

The starting point in the formulation of the EM algorithm is the derivation of the complete likelihood function, which is generally straightforward if the likelihood factorizes. Thus, we begin by asking whether the likelihood of an LDS model factorizes, even when there are feedback loops (cf. equation 2.9). From the graphical model in Figure 9, it is evident that $y_t$ and $x_{t+1}$ are conditionally independent of all other previous states and inputs, given $x_t$. The mutual probability of $y_t$ and $x_{t+1}$, given by Bayes’ theorem, is

$$\mathcal{P}(x_{t+1}, y_t | x_t) = \mathcal{P}(x_{t+1} | y_t, x_t) \mathcal{P}(y_t | x_t).$$
The complete likelihood function is thus

$$P(\mathbf{X}_T, \mathbf{Y}_T) = P(x_1) \prod_{t=1}^{T-1} P(x_{t+1}|y_t, x_t) \prod_{t=1}^{T} P(y_t|x_t).$$ (A.5)

This factorization means that for the purposes of this algorithm, we can regard the feedback as just another input variable. This view corresponds to the direct approach to closed-loop system identification (Ljung, 1999).

The two steps of the EM algorithm for identifying the LDS model in equation 2.6, when $B = D = 0$ and $C$ is known, were first reported by Shumway and Stoffer (1982). A more general version, which included estimation of $C$, was presented by Ghahramani and Hinton (1996). The EM algorithm for the general LDS of equation 2.6 is a straightforward extension, and we present it here without derivation.

**A.1 E-Step.** The E-step consists of calculating the following expectations and covariances:

$$\hat{x}_t \equiv E(x_t|\mathbf{Y}_T, \hat{\Theta}_t),$$ (A.6a)

$$V_t \equiv \text{cov}(x_t|\mathbf{Y}_T, \hat{\Theta}_t),$$ (A.6b)

$$V_{t,\tau} \equiv \text{cov}(x_t, x_{\tau}|\mathbf{Y}_T, \hat{\Theta}_t)$$ (A.6c)

These are computed by Kalman smoothing (Anderson & Moore, 1979), which consists of two passes through the sequence of trials. The forward pass is specified by

$$x_{t-1}^f = Ax_{t-1}^f + Bu_{t-1},$$ (A.7a)

$$V_{t-1}^f = Q + AV_{t-1}^f A^T,$$ (A.7b)

$$K_t = V_{t-1}^f C^T (C V_{t-1}^f C^T + R)^{-1},$$ (A.7c)

$$x_t^f = x_{t-1}^f + K_t (y_t - Cx_{t-1}^f - Dw_t),$$ (A.7d)
This pass is initialized with $x_0^0 = \pi$ and $V_1^0 = \Sigma$, where $\pi$ is the estimate for the initial state and $\Sigma$ is its variance. If there are multiple data sets, all initial state estimates are set to $\pi$ with variance $\Sigma$. In fact, these parameters are included in $\Theta$ and will be estimated in the M-step.

The backward pass is initialized with $x_T^T$ and $V_T^T$ from the last iteration of the forward pass and is given by

$$J_t = V_t^T A (V_{t+1}^T)^{-1},$$

$$x_t^T = x_t^T + J_t (x_{t+1}^T - x_t^T),$$

$$V_t^T = V_t^T + J_t (V_{t+1}^T - V_t^T) J_t^T.$$  

(A.8a)

(A.8b)

(A.8c)

The only quantity that remains to be computed is the covariance $V_{t+1,t}$, for which we present a closed-form expression:

$$V_{t+1,t} = V_{t+1}^T J_t^T.$$  

(A.8d)

It is simple to show that this expression is equivalent to the recursive equation given by Shumway and Stoffer (1982) and Ghahramani and Hinton (1996).

With the previous estimates of the parameters, $\hat{\Theta}_i$, and the state estimates from the E-step, it is possible to compute the value of the incomplete log likelihood function using the innovations form (Shumway & Stoffer, 1982):

$$\log \left[ P (Y_T | \hat{\Theta}_i) \right] = -\frac{mT}{2} \log(2\pi) - \frac{1}{2} \sum_{t=1}^{T} \log |R_t|$$

$$- \frac{1}{2} \sum_{t=1}^{T} \delta_t^T R_t^{-1} \delta_t,$$  

(A.9)

where $\delta_t = y_t - C x_{t-1}^T - D w_t$ are the innovations, $R_t = CV_{t-1}^T C + R$ their variances, and $m$ is the dimensionality of the output vectors $y_t$.

**A.2 M-Step.** The quantities computed in the E-step are used in the M-step to determine the argmax of the complete log likelihood $\Lambda(\Theta, \hat{\Theta}_i)$. Using the definitions $P_t \equiv \hat{x}_t \hat{x}_t^T + V_t$ and $P_{t,\tau} \equiv \hat{x}_t \hat{x}_\tau^T + V_{t,\tau}$ the solution to the M-step is given by:

$$\pi = \hat{x}_1,$$  

(A.10a)

$$\Sigma = V_1.$$  

(A.10b)
\[ [A \ B] = \left[ \sum P_{t+1,t} \sum \hat{x}_{t+1} u_t^T \right] \left[ \sum u_t \hat{x}_t^T \sum u_t u_t^T \right]^{-1}, \]  
(A.10c)

\[ [C \ D] = \left[ \sum y_t \hat{x}_t^T \sum y_t u_t^T \right] \left[ \sum w_t \hat{x}_t^T \sum w_t w_t^T \right]^{-1}, \]  
(A.10d)

\[ Q = \frac{1}{T-1} \sum_{t=1}^{T-1} (P_{t+1} - AP_{t+1} - Bu_t \hat{x}_t^T), \]  
(A.10e)

\[ R = \frac{1}{T} \sum_{t=1}^{T} (y_t - C \hat{x}_t - Dw_t) y_t^T, \]  
(A.10f)

where \( \sum = \sum_{i=1}^{T-1} \) in equation A.10c and \( \sum = \sum_{i=1}^{T} \) in equation A.10d. The parameters \( A \) and \( B \) in equation 3.10e are the current best estimates computed from equation 3.10c, and \( C \) and \( D \) in equation A.10f are the solutions from equation A.10f.

The above equations, except for equation 3.10a and equation 3.10b, generalize to multiple data sets. The sums are then understood to extend over all the data sets. For multiple data sets, equation 3.10a is replaced by an average over the estimates of the initial state, \( \hat{x}_1(i) \), across the \( N \) data sets:

\[ \pi = \frac{1}{N} \sum_{i=1}^{N} \hat{x}_1(i). \]  
(3.11a)

Its variance includes the variances of the initial state estimates as well as variations of the initial state across the data sets:

\[ \Sigma = \frac{1}{N} \sum_{i=1}^{N} V_{1(i)} + \frac{1}{N} \sum_{i=1}^{N} (\hat{x}_{1(i)} - \pi)(\hat{x}_{1(i)} - \pi)^T. \]  
(3.11b)

Acknowledgments

This work was supported by the Swartz Foundation, the Alfred P. Sloan Foundation, the McKnight Endowment Fund for Neuroscience, the National Eye Institute (R01 EY015679), and HHMI Biomedical Research Support Program grant 5300246 to the UCSF School of Medicine.

References


Received January 6, 2005; accepted September 9, 2005.