Parameters of the Diffusion Leaky Integrate-and-Fire Neuronal Model for a Slowly Fluctuating Signal
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Stochastic leaky integrate-and-fire (LIF) neuronal models are common theoretical tools for studying properties of real neuronal systems. Experimental data of frequently sampled membrane potential measurements between spikes show that the assumption of constant parameter values is not realistic and that some (random) fluctuations are occurring. In this letter, we extend the stochastic LIF model, allowing a noise source determining slow fluctuations in the signal. This is achieved by adding a random variable to one of the parameters characterizing the neuronal input, considering each interspike interval (ISI) as an independent experimental unit with a different realization of this random variable. In this way, the variation of the neuronal input is split into fast (within-interval) and slow (between-intervals) components. A parameter estimation method is proposed, allowing the parameters to be estimated simultaneously over the entire data set. This increases the statistical power, and the average estimate over all ISIs will be improved in the sense of decreased variance of the estimator compared to previous approaches, where the estimation has...
been conducted separately on each individual ISI. The results obtained on real data show good agreement with classical regression methods.

1 Introduction

Stochastic leaky integrate-and-fire (LIF) neuronal models are common theoretical tools for studying properties of real neuronal systems. They represent a compromise between similarity to real neurons and mathematical tractability (see, e.g., Ricciard, 1977; Tuckwell, 1988; Dayan & Abbott, 2001; Gerstner & Kistler, 2002; Burkitt, 2006). In these models, a neuron is characterized by a single stochastic differential equation describing the evolution of neuronal membrane potential over time. Firing is not an intrinsic property of the LIF models, and a firing threshold has to be imposed. An action potential (spike) is produced when the membrane voltage reaches the voltage threshold and corresponds to the first-passage time for the associated stochastic process describing the voltage. In the moment of spike generation, the voltage is instantaneously reset to the resting membrane potential.

Studies devoted to the comparison of the stochastic leaky integrate-and-fire neuronal models with experimental data are rare. The data are typically either intracellular measurements of the membrane potential or extracellular measurements of the spike times. Obviously there is more information contained in the intracellular recordings of the otherwise hidden membrane potential. One line of research attempts to estimate intrinsic parameters characterizing the neuron, assuming the neuronal input known. This is useful for predicting spiking activity with different kinds of input, as well as to do comparisons of prediction and real output, when the same input is applied to a model neuron and a real neuron. Some references in this line using frequently sampled membrane potential measurements between spikes are Rauch, La Camera, Lüscher, Senn, and Fusi (2003); Jolivet, Lewis, and Gerstner (2004), Jolivet, Rauch, Lüscher, and Gerstner (2006), La Camera, Rauch, Lüscher, Senn, and Fusi (2004); Paninski, Pillow, and Simoncelli (2005); Huys, Ahrens, and Paninski (2006); Clopath, Jolivet, Rauch, Lüscher, and Gerstner (2007); Paninski, Pillow, and Simoncelli (2004, 2005) used first passage time data. Another line of research attempts to identify the signal impinging on the neuron, assuming the intrinsic neuronal parameters known. This is equally an important task, where the goal is to reconstruct the signal to the neuron from the neuronal output. Some references using frequently sampled membrane potential measurements between spikes are Lansky (1983), Lanska and Lansky (1998), Lansky, Sanda, and He (2006), and Höpfner (2007), and references using first-passage time data are Inoue, Sato, and Ricciardi (1995), Shinomoto, Sakai, and Funahashi (1999), Ditlevsen and Lansky (2005, 2006, 2007), and Ditlevsen and Ditlevsen (2008). In the last studies, two parameters of the model characterizing the neuronal input were estimated or methods for this purpose were proposed.
All parameters were assumed fixed for the whole period of an experiment, without any internal fluctuations.

From the point of view of potential applications, it is of interest to be able to characterize the signaling environment to which the recorded neuron is exposed. The main feature of this environment is the intensity of stimulation, which may well be variable over the course of the experiment. Indeed, the degree of this background signal variability could be the main piece of information to be extracted from available data. In fact, experimental data of frequently sampled membrane potential measurements between spikes show that the assumption of constant parameter values is not realistic (Lansky et al., 2006) and that some (possibly random) fluctuations are occurring. It is difficult to evaluate the timescale of such fluctuations, and in this letter, we have made an arbitrary choice of the timescale of the interspike intervals (ISIs) as a start to explore this variability. This choice is supported by the study in Lansky et al. (2006), where it is apparent that there is variation from one interspike interval to the next. An argument for this choice could be that the spike itself has some feedback on the neuron under study.

One way to approach between-interval variability has been to estimate parameters individually on each interspike interval and then interpret the results through some summary statistics, for example, the median and the range of estimates. In this letter, we take a different approach and extend the stochastic LIF model, allowing for a second noise source determining slow fluctuations in the signal. In this way, the variation of the neuronal input is split into fast (within-interval) and slow (between-intervals) components. This is achieved by adding a zero-mean random variable to one of the parameters characterizing the neuronal input, considering each ISI as an independent experimental unit with a different realization of this random variable. This is also termed a random effect and allows part of the neuronal input to be characterized by a distribution of two parameters (instead of one parameter for each single ISI) that are estimated simultaneously over the entire data set. This increases the statistical power, and the average estimate over all ISIs will be improved in the sense of decreased variance of the estimator compared to previous approaches, where the estimation has been conducted separately on each individual ISI (see, e.g., Diggle, Heagerty, Liang, & Zeger, 2002; McCulloch & Searle, 2001; Pinheiro & Bates, 2000).

2 Model and Parameter Estimation

2.1 The Model. The changes in the membrane potential between two consecutive neuronal firings are represented by a stochastic process $X_t$ indexed by the time $t$. The reference level for the membrane potential is taken to be the resting potential. The initial voltage (the reset value following a spike) is assumed to be equal to the resting potential. An action potential
is produced when the membrane voltage $X_t$ exceeds a voltage threshold $S$ for the first time. It follows from the model assumptions that for time-homogeneous input containing either a Poissonian or white noise only, the membrane potentials during different ISIs are independent, and the initial time following a spike can always be identified with zero.

A scalar diffusion process $X = \{X_t; t \geq 0\}$ can be described by the stochastic differential equation,

$$
\begin{align*}
\mathrm{d}X_t &= \mu(X_t, t) \mathrm{d}t + \sigma(X_t, t) \mathrm{d}W_t, \quad X_0 = x_0, \\
\end{align*}
$$

where $W = \{W_t; t \geq 0\}$ is a standard Wiener process and $\mu(\cdot)$ and $\sigma(\cdot)$ are real-valued functions of their arguments. The function $\mu(\cdot)$ is usually called the \textit{infinitesimal mean} and $\sigma^2(\cdot)$ the \textit{infinitesimal variance}. Traditionally for the LIF model, the diffusion process given in equation 2.1 is specified by the infinitesimal mean,

$$
\mu(X_t, t) = -\frac{X_t}{\tau} + \mu, 
$$

where the constant $\mu$ [V/s] characterizes the neuronal input and $\tau > 0$ [s] reflects spontaneous voltage decay (the membrane time constant) in the absence of input. Moreover, the constant square root of the infinitesimal variance,

$$
\sigma(X_t, t) = \sigma > 0, 
$$

also characterizes the neuronal input (see also Ditlevsen & Lansky, 2005). The diffusion process in equation 2.1 with the infinitesimal moments given by equations 2.2 and 2.3 defines the Ornstein-Uhlenbeck (OU) diffusion process:

$$
\begin{align*}
\mathrm{d}X_t &= \left(-\frac{X_t}{\tau} + \mu\right) \mathrm{d}t + \sigma \mathrm{d}W_t; \quad X_0 = x_0. \\
\end{align*}
$$

The parameters appearing in model 2.4, together with the threshold $S$, can be divided into two groups: parameters characterizing the input, $\mu$ and $\sigma$, and intrinsic parameters, $\tau, x_0$, and $S$, which describe the neuron irrespective of the incoming signal (Tuckwell & Richter, 1978).

Solving the Fokker-Planck equation for model 2.4 yields the transition density function,

$$
p_X(x, t \mid x_s, s) = (2\pi V)^{-\frac{1}{2}} \exp \left\{ -\frac{(x - M)^2}{2V} \right\},
$$
where

\[ M = x_0 e^{-\frac{(t-s)}{\tau}} + \mu \tau \left( 1 - e^{-\frac{(t-s)}{\tau}} \right), \]  

\[ V = \frac{\sigma^2 \tau}{2} \left( 1 - e^{-2\frac{(t-s)}{\tau}} \right) \]  

for \( t > s \). Hence, at each time \( t \), the transition probability density function

is normal with mean \( M \) and variance \( V \) (Ricciardi, 1977).

Since the intrinsic parameters describe inherent physiological characteristics of the neuron, they are usually expected to be constant in time, whereas the input parameters fluctuate, depending on incoming signals. However, experimental studies suggest that the effective membrane constant \( \tau \) changes in dependence of the time elicited since the previous spike (Powers & Binder, 1996; Jolivet et al., 2004). This refinement is ignored, and the approximation of a constant \( \tau \) is used throughout the letter. As we shall see, this creates fitting problems in the maximum likelihood estimation, and a correction is proposed.

If it is reasonable to assume the neuron is operating in a stationary state during some time interval of interest, then the input parameters would be assumed constant during this period. We may, however, generalize by assuming that in addition to the input characterized by the parameter \( \mu \), there is a random component changing from one ISI to the next, which could be caused by the naturally occurring variations of environment signaling, by experimental irregularities or by other sources of noise not included in the model. The main interest rests in the overall \( \mu \), whereas the specific values during each ISI are not of interest but for their distribution. Thus, neuronal input is assumed to consist of a constant component \( \mu \), representing average global input and an ISI-specific random component \( B^i \) with realization \( b^i \) representing time-local input oscillations.

This extends model 2.4 to the following model of the membrane potential during the \( i \)th ISI,

\[ dX^i_t = \left( -\frac{X^i_t}{\tau} + \mu + B^i \right) dt + \sigma dW^i_t, \quad X^i_0 = x^i_0, \]  

\[ B^i \sim \mathcal{N}(0, \sigma^2_\mu), \quad i = 1, \ldots, M, \]  

where \( M \) is the total number of ISIs, \( \mathcal{N}(0, \sigma^2_\mu) \) is the normal distribution with mean zero, and variance \( \sigma^2_\mu \) and the \( W^i_t \) are standard Brownian motions. The distribution of \( B^i \) in this letter is assumed normal for simplicity, but other distributions could be considered. Note the different nature of the two noise intensity parameters, which also follows from different units of \( \sigma [V/\sqrt{s}] \) and \( \sigma_\mu [V/s] \). The \( W^i_t \) and \( B^j \) are assumed mutually independent for all \( 1 \leq i, j \leq M \). Thus, the neuronal input in the drift during the \( i \)th ISI
\((\mu + B^i)\) is a draw from the normal distribution with mean \(\mu\) and variance \(\sigma_\mu^2\). Model 2.8–2.9 assumes that in each of the \(M\) ISIs, the evolution of \(X\) follows a common functional form, and differences between ISIs are due to different realizations of the Brownian motion paths \(\{W_t^i\}_{t \geq 0}\) and the random parameters \(B^i\).

The model is still a renewal process and ignores afterspike effects, like the \(I_{\text{hist}}(t)\) in Paninski et al. (2004). The addition of a spike after-effect describing the afterhyperpolarization or inclusion of a time-dependent time constant in equation 2.8 could surely make the model more realistic. However, such modifications would substantially complicate the statistical inference. As always, it is necessary to find a compromise between model tractability and realism. In this letter, a simpler model is used, permitting a more transparent treatment. Our model corresponds to the stimulus current for which \(I_{\text{stim}}(t) = \mu + B^i\) if \(t\) belongs to the \(i\)th ISI (see Paninski et al., 2004).

Suppose that the membrane potential is sampled during the \(i\)th ISI at \(n_i + 1\) equidistant time points. Let \(x^i_j\) denote the observed membrane potential during the \(i\)th ISI at time \(j\Delta_1, 1 \leq i \leq M, 0 \leq j \leq n_i\), where \(\Delta\) is the constant time interval between observations. Notice that although there is no conceptual difference in considering nonequidistant time points, this would make notation more cumbersome, and it is not relevant for our application. Using simultaneously all data \(\{x^i_j\}_{j=0,\ldots,n_i}\), the goal is to estimate \(\theta = (\mu, \tau, \sigma, \sigma_\mu^2)\) by maximum likelihood, as explained in the following (see also Ditlevsen & De Gaetano, 2005; Picchini, De Gaetano, & Ditlevsen, 2006).

**2.2 Parameter Estimation.** It follows from equations 2.6 and 2.7 that the conditional mean and variance of \(X^i_t\) are

\[
\mathbb{E}(X^i_t \mid B^i = b^i) = x^i_0e^{-t/\tau} + (\mu + b^i)(1 - e^{-t/\tau})
\]

\[
\text{Var}(X^i_t \mid B^i = b^i) = \frac{\sigma^2\tau}{2}(1 - e^{-2t/\tau}),
\]

and from equation 2.5, it follows that the transition density is normal and given by

\[
p_X(x^i_j, \Delta \mid x^i_{j-1}, b^i) = (\pi \sigma^2 \tau (1 - e^{(-2\Delta/\tau)}))^{-1/2} \times \exp\left(-\frac{(x^i_j - x^i_{j-1}e^{-\Delta/\tau} - (\mu + b^i)(1 - e^{-\Delta/\tau}))^2}{\sigma^2 \tau(1 - e^{-2\Delta/\tau})}\right).
\]
Integrating this conditional density with respect to the marginal density of the random effects yields the likelihood function of $\theta = (\mu, \tau, \sigma, \sigma_\mu^2)$,

$$L(\theta) = \prod_{i=1}^{M} \int_{-\infty}^{+\infty} \left( \prod_{j=1}^{n_i} p_X(x_j^i, \Delta | x_{j-1}^i, b^i) \right) \varphi(b^i) \, db^i, \quad (2.10)$$

where $\varphi$ is the probability density function of $B^i$, here assumed to be gaussian for every $i$. In equation 2.10, we have used that $X_j^i$ given $B^i$ is Markov and that $W_i^i$ and $B^i$ are assumed independent. Since $B^i \sim \mathcal{N}(0, \sigma^2)$, the likelihood function in equation 2.10 can be written as

$$L(\theta) = \left( \frac{2 \pi \sigma^2}{\tau} \right)^{-M/2} \left( \frac{\pi \sigma^2 \tau (1 - e^{-2\Delta / \tau})}{\sigma^2 \tau (1 - e^{-2\Delta / \tau})} \right)^{-\frac{1}{2}}$$

$$\times \prod_{i=1}^{M} \int_{-\infty}^{+\infty} \exp \left\{ -\sum_{j=1}^{n_i} \left[ \frac{(x^i_j - x^i_{j-1}) - (\mu + b^i) \tau (1 - e^{-2\Delta / \tau})}{\sigma^2 \tau (1 - e^{-2\Delta / \tau})} \right]^2 \right\} \, db^i. \quad (2.11)$$

The estimator is obtained by maximizing the likelihood over the parameters or, equivalently, minimizing $-\log L(\theta)$. The asymptotic variance of the estimator is provided by solving numerically the Hessian of the log likelihood at the optimum and inverting it. If it is of interest to estimate the random parameters $b^i$ separately for each ISI, this can be done in the standard way from mixed-effects theory by

$$\hat{b}^i = \arg \min_{b^i} \left\{ -\sum_{j=1}^{n_i} \log p_X(x^i_j, \Delta | x_{j-1}^i, b^i) \right\}, \quad i = 1, \ldots, M, \quad (2.12)$$

where the estimates of $\mu, \tau$, and $\sigma$ have been plugged in.

2.3 Numerical Procedure for the Estimation. We have no closed-form solution to the integral in equation 2.11. However, when an integral over the real line with respect to a variable $x$ contains an $\exp(-x^2)$ multiplicative term, it can be approximated by the Gauss-Hermite quadrature (e.g., Fröberg, 1985; Krommer & Ueberhuber, 1998). Here, a grid of $R$ evaluation points was applied,

$$L(\theta) \approx \tilde{L}(\theta) = \prod_{i=1}^{M} \left( \sum_{r=1}^{R} \prod_{j=1}^{n_i} p_X(x^i_j, \Delta | x_{j-1}^i, \sqrt{2\sigma_\mu^2 \pi}) \, w_r \right), \quad (2.13)$$
where $z_r$ is the $r$th zero of the Hermite polynomial of degree $R$ and $w_r$ is a corresponding weight factor (the $z_r$’s and the $w_r$’s values are tabulated, e.g., in Salzer, Zucker, & Capuano, 1952, or Table 25.10 in Abramowitz & Stegun, 1964, where values up to order $R = 20$ are provided). A set of $R = 40$ points has been applied in the Gauss-Hermite quadrature (also $R = 100$ was applied, but the results were not appreciably different; notice that some authors consider $R = 20$ sufficient for a good degree of approximation; McCulloch & Searle, 2001). The resulting approximate maximum likelihood estimator of $\theta$ is given by $\tilde{\theta} = \arg\min_{\theta} \left( -\log \tilde{L}(\theta) \right)$. Notice that due to the large number of observations in each ISI (from few hundreds to tens of thousands), the product $\prod_{i=1}^{M} p_X$ in equation 2.13 might be difficult to evaluate numerically. This can be solved, for example, by normalizing the densities by a common constant or optimizing only a kernel of the likelihood, or by applying an arbitrary/variable precision package (we used the package by Barrowes, 2007, for Matlab).

3 Application

The experimental ISI data were measured intracellularly from the auditory system of a guinea pig (for details on data acquisition and processing, see Yu, Xiong, Chan, & He, 2004). These data were analyzed in Lansky et al. (2006), where model 2.4 was fitted individually to each ISI data series, applying methods already proposed in Lansky (1983).

The data consist of $M = 312$ ISIs, with membrane potential recorded every 0.15 ms (see Figure 1 for a histogram of the ISI lengths and Figures 4 and 5 for sample trajectories). The parameter estimates and 95% confidence intervals obtained using model 2.8–2.9 and the estimation method described in sections 2.2 and 2.3 are given in Table 1, where it is evident that the parameters are well identified. In other words, the statistical uncertainty on the estimated parameters is in all cases smaller than 5% of the estimated value. These conclusions are of course conditioned on the model. To evaluate if the random effect on $\mu$ is statistically significant, the hypothesis $H_0 : \sigma_{\mu} = 0$ was tested against $H_1 : \sigma_{\mu} > 0$ in a likelihood ratio test (see the appendix). $H_0$ was rejected with $p < 0.001$, and thus we conclude that model 2.8–2.9 describes the data better than model 2.4. This can also be seen from Figure 2, where the variability in the estimated random effects does not support a conclusion of all $b^i$’s being zero. The random effects $b^i$ were estimated using equation 2.12, and the sample mean and standard deviation of the 312 obtained estimates are given by $-0.001$ V/s and 0.0762 V/s, respectively, the former being close to zero and the latter close to the $\sigma_{\mu}$ estimate, as they should be (see Table 1). The histogram of the $\hat{b}^i$’s is given in Figure 2.

By inspecting Figure 2, we identified 10 outliers: those $\hat{b}^i$’s smaller than $-0.15$ V/s. Each outlier corresponds to one of the black trajectories in
Figure 1: Histogram of the 312 ISI lengths.

Table 1: Parameter Estimates and 95 Percent Confidence Limits.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$\mu$ [V/s]</th>
<th>$\tau$ [s]</th>
<th>$\sigma$ [V/$\sqrt{s}$]</th>
<th>$\sigma_\mu$ [V/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>312</td>
<td>0.4944</td>
<td>0.0210</td>
<td>0.0135</td>
<td>0.0723</td>
</tr>
<tr>
<td></td>
<td>[0.4829, 0.5058]</td>
<td>[0.0206, 0.0215]</td>
<td>[0.0135, 0.0135]</td>
<td>[0.0692, 0.0753]</td>
</tr>
<tr>
<td>302</td>
<td>0.5019</td>
<td>0.0212</td>
<td>0.0135</td>
<td>0.0627</td>
</tr>
<tr>
<td></td>
<td>[0.4872, 0.5166]</td>
<td>[0.0208, 0.0216]</td>
<td>[0.0135, 0.0135]</td>
<td>[0.0552, 0.0694]</td>
</tr>
<tr>
<td>312</td>
<td>0.2779 Fixed at 0.039</td>
<td>0.0135</td>
<td>0.0414</td>
<td>0.0379, 0.0447</td>
</tr>
<tr>
<td></td>
<td>[0.2733, 0.2824]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3, the latter reporting all the observations from the 312 ISIs grouped in the same time frame. Notice how the 10 black trajectories form a cluster with a lower asymptotic depolarization—as expected since they were chosen to have low values of $\mu$. The outliers were also located chronologically to see if they clustered in time, perhaps indicating a temporary different state of the neuron. This was not the case; these ISIs were randomly appearing from time to time, and we have no biological explanation for this. In order to check the sensitivity of the results to those 10 trajectories, we estimated the parameters again on the set of $M = 312 - 10 = 302$ ISIs. The parameter estimates are reported in Table 1. The sample mean and standard deviation of the $b_i$'s are $-0.0041$ V/s and 0.0649 V/s, respectively. The estimates of $\tau$ and $\sigma$ are not affected by the extreme trajectories, and the estimate of $\mu$
Figure 2: Histogram of the random effects $\hat{b}^i$ estimated from the 312 ISIs.

Figure 3: Observations from 312 ISIs. The ISI observations corresponding to $\hat{b}^i < -0.15$ [V/s] are in black.
Figure 4: Observations from five of the 312 ISIs (gray) with lengths less than 0.16 s, empirical mean curve of 2000 trajectories of the stochastic process defined by model 2.8–2.9 with their 95% confidence bands (bold black lines), and five simulated trajectories.

is slightly larger and that of $\sigma_{\mu}$ slightly smaller than the estimates from the full data set, as they should be when the lower tail is removed. Thus, the estimation seems robust to those outliers, and in the following we refer to the case $M = 312$ only.

For ease of comparison between the observations and the theoretical model, Figure 4 reports only five observed trajectories from the 312 ISIs with lengths less than 0.16 s (the median of the empirical distribution of the ISI lengths is 0.58 s), grouped in the same time frame, the empirical mean of 2000 trajectories simulated from model 2.8–2.9 according to the Euler-Maruyama scheme (Kloeden & Platen, 1992) using the estimated parameters, the empirical 95% confidence bands of the 2000 trajectories and five simulated trajectories. For each simulated trajectory, a different realization of $B^t$ has been produced by drawing from the normal distribution with mean zero and standard deviation $\sigma_{\mu} = 0.0723$ V/s. In Figure 5, more observed trajectories (with lengths less than 0.4 s) over a longer time interval are compared with the simulated model using the same settings above.

The results are in agreement with the maximum likelihood estimates obtained in Lansky et al. (2006), where $1/\tau$ was estimated at 43.5068 s$^{-1}$, corresponding to $\tau = 0.023$ s, and the medians of the estimates were 0.4606 V/s for $\mu$ and 0.0135 V/$\sqrt{s}$ for $\sigma$ (compare with our Table 1). Note that in Lansky
et al. (2006), different sets of estimates for the input parameters were obtained for each ISI, whereas the introduction of the random effect and the extra noise parameter $\sigma_\mu$ in our approach provide only one set of estimates of input parameters based on the full data.

From Figures 4 and 5, it would seem that immediately after a spike, the model prediction increases faster than the observed trajectories. This is probably due to model misspecification caused by not considering possible changes in $\tau$ depending on the time elicited since the last spike. The maximum likelihood method is in fact a parametric method sensitive to this kind of model misspecifications, whereas, for example, the method of moments might be more robust. Since it is not obvious exactly how to correct the model, in order to fix the misspecification problem, we proceed in two steps. We first obtain an estimate of $\tau$ with a regression method (first step), which depends mostly on the first moment and is thus effective in identifying the initial rise, where there is a clear drift. In this way, we have a better estimate of $\tau$ and may then continue (second step) with our maximum likelihood procedure to obtain estimates for the remaining parameters. In practice, we simply repeated the maximum likelihood estimation after having fixed the value of $\tau$ to $0.039 = 1/25.8042$ s, as obtained in Lansky et al. (2006) by their regression method based on the first moment equation 2.6. The final
estimates of $\mu$, $\sigma$, and $\sigma_\mu$ are reported in Table 1. These last results are in agreement with the regression estimates obtained in Lansky et al. (2006), where the medians of the estimates were 0.2846 V/s for $\mu$ and 0.0135 V/\(\sqrt{s}\) for $\sigma$. Figures 6 and 7 report the same observed trajectories considered in Figures 4 and 5, this time compared with the model simulated using the estimates obtained by fixing $\tau$ to 0.039 s. The model fit appears more convincing here, though there might still be some misspecification toward the end of the trajectories. The truth probably lies somewhere in between, with $\tau$ varying between the two values found. The histogram of the corresponding random effects estimates is given in Figure 8 with sample mean and standard deviation of the $\hat{b}_i$ estimates given by 0.0036 V/s and 0.0467 V/s, respectively. In this case, the empirical distribution of the $\hat{b}_i$’s seems to be closer to a normal distribution than in the previous case represented in Figure 2.

4 Discussion

In this letter, a new model for the evolution of the neuronal membrane potential between spikes has been proposed and compared to a limited number of experimental data. This comparison should be considered an illustration of the model and its verification methods more than a basis for biological conclusions. Thus, although we found that the model gave a better description of the available data, an extensive confrontation
Figure 7: Same as in Figure 5 but using the estimates when $\tau$ is fixed to 0.039 s.

Figure 8: Histogram of the random effects $\hat{b}^i$ when $\tau$ is fixed to 0.039 s.
with large data sets recorded under different experimental conditions is necessary.

The model is an extension of the stochastic LIF model and introduces a new parameter to describe a slowly fluctuating signal received by the neuron. Whereas the classical stochastic LIF with gaussian noise encompasses fast fluctuations of the membrane potential, it assumes that the mean signal is constant over the observed period. Here, the mean signal is variable at the scale of the ISIs. The statistical methods used for estimating the parameters of the model show that it is in fact possible to clearly distinguish between the two fluctuation sources that are working on different timescales. The model is therefore appealing because it coherently describes the behavior of a neuron over a large time span, more than the classical stochastic LIF. Moreover, only a single analysis on the full data set is required instead of splitting the data into smaller, individually analyzed subsets, with a substantial gain in statistical estimation power. This holds, of course, only under the assumption of stationarity in the ISI generation.

The choice of a random effect on $\mu$ is natural since it is a parameter describing the intensity of neuronal input, and thus the random effect describes the slow fluctuations in the total signal that the neuron receives from its environment between spikes. Also a random effect on $\sigma$ could be considered, since it has been claimed that signal and noise are not independent quantities in the neuronal context in general (Cecchi et al., 2000) and in the stochastic LIF specifically (Lansky & Sacerdote, 2001). It would correspond to variations in the synchronization or coherence of the source neurons in the environment. However, from Figure 10 in Lansky et al. (2006), it is clear that the estimates of $\sigma$ do not vary much from ISI to ISI (most estimates differ less than 10% from the median value) and could be explained by statistical uncertainties in the estimation from finite samples. On the other hand, the variation in the estimates of $\mu$ is more substantial from ISI to ISI and is more likely to represent a true biological effect.

We realize that there are more sophisticated variants of the LIF model (Burkitt, 2006; Brunel & van Rossum, 2007), and new methods for signal estimation would be useful for their evaluation. The problem is that a minimal knowledge is required to develop these methods, for example, knowledge of the transition density. However, there are still open questions concerning inference for the diffusion LIF, such as identification of the input parameters under periodic stimulation. Periodic stimulation has a long-lasting tradition in experimental studies as well as theoretical ones, and establishing a method for estimation of the signal would contribute to the verification of the model. This was also noted by Habib and Thavaneswaran (1990).

The approach used in this letter is common in biomedical research, where studies in which repeated measurements are taken on a series of individuals or experimental units play an important role. In these models, it is assumed that all responses follow a similar functional form, but
with parameters that vary among units. The increasing popularity of such mixed-effects models (“mixed effects” means that the model contains both fixed and random effects, sometimes also called multilevel or hierarchical models) lies in the flexible modeling of correlation structures, where the total variation is specifically split in within-units and between-units variation. The theory for mixed-effects models is well developed for deterministic models (without system error), both linear and nonlinear (Davidian & Giltinan, 1995; McCulloch & Searle, 2001; Diggle et al., 2002), and standard software for model fitting is available (see, e.g., Pinheiro & Bates, 2000; Pinheiro, Bates, DebRoy, Sarkar, & R Core Team, 2007; and Lavielle, Mesa, and Monolix Group, 2007). Recently stochastic differential equation models with random effects have been considered (Ditlevsen & De Gaetano, 2005; Tornøe et al., 2005; Overgaard, Jonsson, Tornøe, and Madsen, 2005; Picchini et al., 2006; Mortensen et al., 2007; Donnet & Samson, 2008), with different authors following different statistical approaches.

In conclusion, we have presented an extension of the stochastic LIF model that gives a significantly better description of experimental data and simultaneously a statistical method to estimate parameters of the new model from experimental data.

Appendix: Hypothesis Testing

Testing whether a variance component is zero leads to a boundary problem, and a little extra care is required when evaluating the likelihood ratio statistic (see, e.g., McCulloch & Searle, 2001, sec. 8.7a). The hypothesis $H_0 : \sigma_\mu = 0$ is tested against $H_1 : \sigma_\mu > 0$. Given $\theta = (\mu, \tau, \sigma, \sigma^2_\mu)$, denote with $\hat{\theta}$ the estimate of $\theta$, and let $\hat{\theta}_0$ be the estimate of $(\mu, \tau, \sigma)$ under the restriction that $\sigma_\mu = 0$. The likelihood ratio statistic $\Lambda$ is

$$\Lambda = \frac{L(\hat{\theta}_0, \sigma_\mu = 0)}{L(\hat{\theta})},$$

where $L$ is given by equation 2.13. The large-sample distribution of $-2 \log \Lambda$ is a 50-50 mixture of the constant 0 and a $\chi_1^2$ distribution. The critical values are thus given by $\chi_{1.1-2\alpha}^2$ for a test at the specified critical level $\alpha$ (compare to $\chi_{1.1-\alpha}^2$ for an ordinary likelihood ratio test for nested models). Here $\chi_{1,\beta}^2$ is the $\beta$ percentile of the $\chi^2$ distribution with one degree of freedom.
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