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Usually reservoir computing shows an exponential memory decay. This letter investigates under which circumstances echo state networks can show a power law forgetting. That means traces of earlier events can be found in the reservoir for very long time spans. Such a setting requires critical connectivity exactly at the limit of what is permissible according to the echo state condition. However, for general matrices, the limit cannot be determined exactly from theory. In addition, the behavior of the network is strongly influenced by the input flow. Results are presented that use certain types of restricted recurrent connectivity and anticipation learning with regard to the input, where power law forgetting can indeed be achieved.

1 Introduction

The stability of a dynamical system is usually analyzed by means of linearization of the dynamics, which in almost all cases clearly can identify a system as asymptotically stable or unstable. In the simplest scalar case, one might consider an iterative system $x_{t+1} = f(x_t)$, with a fixed point at $x_\infty = f(x_\infty)$. As a standard approach (see Scheinermann, 2012), one can analyze the asymptotic behavior by investigating a polynomial series of $f$ around $x_\infty$:

$$f(x) \approx x_\infty + \alpha (x - x_\infty) + \beta (x - x_\infty)^2 + \gamma (x - x_\infty)^3 \ldots$$

(1.1)

Near the fixed point, one only has to consider the absolute value of $\alpha$ in order to predict the future of the dynamics as

$$x_t - x_\infty \propto \alpha^t.$$  

(1.2)

Thus, $x_t$ converges to $x_\infty$ if $|\alpha| < 1$, and it diverges from $x_\infty$ if $|\alpha| > 1$. However, for the narrow class of systems of $|\alpha| = 1$, the linear term does
not contribute to the convergence or divergence of $x_t$.\(^1\) In this case, the system can be considered critical in the sense that its dynamical properties can change if relatively small variations of $\alpha$ occur. Also, in the critical regime, the dynamical system is controlled by the higher-order terms ($\beta$, $\gamma$ . . . ) of equation 1.1. Among other consequences also the temporal convergence can then be approximated by a power law,

$$x_t - x_\infty \approx c t^b,$$

(1.3)

where $c$ and $b$ are constant values.

More generally, power law properties in the dynamic variables and statistics can appear in critical states (Greiner, Neise, & Stöcker, 1993). Vice versa, if power law statistics appear in experimental measurements, often a dynamical system in a critical regime can be assumed (Bak, Tang, & Wiesenfeld, 1987). For example, in brain slices of rats, electrode measurements revealed such kinds of statistics in spontaneous activity cascade lengths (i.e., “avalanches”; Beggs & Plenz, 2004). If networks in the brain are dynamical systems in a critical regime, this is an interesting feature that raises the question of the biological purpose of such a phenomenon.

In this letter, a reservoir computing approach (for an overview of some recent developments, see Jäger, Maass, & Principe, 2007) is presented where a critical dynamics is arranged around the expected input, that is, if the network is trained with the expected input, it forgets any unexpected input in a power law fashion. The work of Nikolić, Häusler, Singer, and Maass (2009) can be seen as a hint that at least with respect to untrained stimuli, some cortical areas can be interpreted as a kind of reservoir computing. In the scope of this work, I introduce a neural networks approach that is based on echo state networks (ESNs). The ESN is a reservoir approach that uses rate-based neurons with real-valued transfer functions, initially sigmoid functions. For my very basic considerations it turned out to be sufficient and can be easily tuned into a critical regime in the sense of this letter. The most important foundations of this letter’s approach are those approaches that relate to critical ESNs (Hajnal & Lörincz, 2006; Boedecker, Obst, Lizier, Mayer, & Asada, 2012; Obst & Boedecker, 2014; Büsing, Schrauwen, & Legenstein, 2010; Natschläger, Bertschinger, & Legenstein, 2005).

The learning approach is designed in a way that the network learns to anticipate the input (i.e., to predict it). This anticipation can also be labeled as balancing the network, a term coined by van Vreeswijk and Sompolinsky (1998), in the context of the chaotic dynamics of integrate-and-fire neurons. The purpose of this mechanism is to prevent predictable information from entering the network and producing activity in the recurrent

\(^1\)This situation is also known as one of the cases where linear stability analysis fails (Scheinermann, 2012).
layer. The intention is to let only the unpredicted input (special events with some level of unusualness) pass into the recurrent layer and stay there for further processing, while standard ESN approaches can only keep information about these events in the order of the half-time period of the forgetting factor.

In the following section, I introduce the echo state paradigm and how it can be tuned into the critical state. I then discuss the role and implementation of the anticipation and balancing part of the algorithm. A results section follows. I conclude the letter with a discussion concerning the potential information-theoretic benefit of my model and biological implications. The numerical calculations for this letter have been performed by using the open source sagemath.org package. A part of the calculations are available under Mayer, 2014b.

2 Model

The model is based on Jäger’s ESN approach (Jäger, 2010; Jaeger, 2002). It consists of an input, a recurrent layer, and possibly an output layer (though not explicitly introduced in the scope of this letter). ESNs are composed of rate-based neurons with real valued transfer functions; the update rule is

\[
\begin{align*}
\mathbf{x}_{\text{lin},t} &= \mathbf{Wx}_{t-1} + \mathbf{w}^{\text{in}} \mathbf{u}_t, \\
\mathbf{x}_t &= \theta(\mathbf{x}_{\text{lin},t}), \\
\mathbf{o}_t &= \mathbf{w}^{\text{out}} \mathbf{x}_t,
\end{align*}
\]

where the vectors \(\mathbf{u}_t, \mathbf{x}_t,\) and \(\mathbf{o}_t\) are the input, the neurons of the hidden layer, and the neurons of the output layer, respectively, and \(\mathbf{w}^{\text{in}}, \mathbf{W},\) and \(\mathbf{w}^{\text{out}}\) are the matrices of the respective synaptic weight factors.

As a convention, the transfer function \(\theta(.)\) is continuous, differentiable, and monotonically increasing with the limit \(1 \geq \theta'(.) \geq 0\), which is compatible with the requirement that \(\theta(.)\) fulfills the Lipschitz continuity with \(L = 1\).

Jäger’s approach uses random matrices for \(\mathbf{W}\) and \(\mathbf{w}^{\text{in}}\), and learning is restricted to the output layer \(\mathbf{w}^{\text{out}}\) (see Figure 1). The learning (i.e., training \(\mathbf{o}_t\)) can be performed by linear regression. Since the learning process with regard to some output itself is not of interest in the scope of this letter, this part of the approach is not outlined here.

2.1 Echo State Condition. A necessary condition for the performance of an ESN network is that the echo state condition is fulfilled. Consider a time-discrete recursive function \(\mathbf{x}_{t+1} = F(\mathbf{x}_t, \mathbf{u}_t)\), where the \(\mathbf{x}_t\)’s are interpreted as internal states and the \(\mathbf{u}_t\)’s form some external input sequence (i.e., the stimulus). The definition of the echo state condition is the following.
Figure 1: ESN scheme. The initial ESN approach chooses input and recurrent connectivity randomly, although it has to obey the echo state condition. Learning is only applied only to the output layer. What the best connectivity is with regard to the other layers and some certain input statistics is still subject to an ongoing debate, to which this letter contributes.

Assume an infinite stimulus sequence: $\tilde{u}^\infty = u_0, u_1, \ldots$ and two random initial internal states of the system $x_0$ and $y_0$. To both initial states $x_0$ and $y_0$, the sequences $\tilde{x}^\infty = x_0, x_1, \ldots$ and $\tilde{y}^\infty = y_0, y_1, \ldots$ can be assigned;

\[
x_{t+1} = F(x_t, u_t),
\]
\[
y_{t+1} = F(y_t, u_t).
\]

(2.4)

System $F(.)$ is called \textit{universally state contracting} if independent from the set $u_t$, and for any $(x_0, y_0)$ and all real values $\epsilon > 0$, there exists an iteration $\tau$ for which

\[
d(x_t, y_t) \leq \epsilon
\]

for all $t \geq \tau$.

Jäger showed (2010) that the echo state condition is fulfilled if and only if the network is universally state contracting. The ESN is designed to be universally state contracting and thus to fulfill the echo state condition. Heuristics show that the performance of ESNs becomes better near the critical point where the echo state condition is just narrowly fulfilled. The rest of this letter is dedicated to determining under which circumstances the time series of equation 2.5 can converge as

\[
d(x_t, y_t) \sim t^b
\]

(2.6)
rather than the usual

\[ d(x_t, y_t) \propto a^t, \]  

which connects reservoirs to the considerations from section 1 and equation 1.1, that is, to critical connectivity.

Critical connectivity can be achieved by just narrowly fulfilling Jäger’s conditions on the recurrent weight matrix of a network that has echo states. A necessary condition is:

- C1: A network has echo states only if the absolute value of the biggest eigenvalue of \( W \) is below 1.

A sufficient condition is:

- C2: A network has echo states if the biggest singular value of \( W \) is smaller than one.\(^2\)

### 2.2 Normal Recurrent Connectivity Matrices \( W \).

A general ESN becomes critical—for some input sequences—somewhere in the range between C1 and C2. In the case of normal matrices for the recurrent connectivity \( W \), that is, matrices that fulfill:

\[ W^T W = W W^T, \]  

both conditions are either true or false at the same time. The proof can be found, for example, in Horn and Johnson (1991).

Several prominent types of matrices are normal: symmetric, orthogonal(\( O(n) \)), permutation, and skew symmetric. These different types have advantages and disadvantages with respect to learning algorithms: First, all permutation matrices can be discarded. Although untrained reservoirs of permutation matrices tend to show good performance compared to other types of connectivity patterns, they have a significant disadvantage with regard to optimization tasks. For a recurrent layer with \( n \) neurons, there are \( n! \) different permutations possible, which forms a discrete set of disjunct points rather than a continuous manifold within the parameter space. So they seem hardly usable here since fine tuning cannot be performed by continuous parameter optimization. Symmetric matrices are less useful since such reservoirs show only trivial dynamics in real-valued reservoirs, that is, the eigenvectors are mapped to themselves. Orthogonal matrices are a good

\[^2\] A closer sufficient condition has been found in Buehner and Young (2006) and Yildiz, Jäger, and Kiebel (2012). It is slightly better than the one outlined here, but it still leaves a gap to the necessary condition for general matrices.
Figure 2: Plot of eigenvalues of samples of different types of normal matrices are depicted according to their positions on the complex plane (x represents the real part, y the imaginary part). The eigenvalues of a symmetric matrix are blue, of a skew-symmetric matrix are red, and of an orthogonal matrix are green.

choice. They form a group with respect to matrix multiplication, their absolute eigenvalues are all 1 (see Figure 2), and the complete set of all orthogonal matrices forms a manifold that can be parameterized. Special virtues of orthogonal matrices have already been investigated in a different context (White, Lee, & Sompolinsky, 2004). Skew-symmetric also might be useful. This may be biologically plausible as a result of spike-timing-dependent plasticity (Markram, Gerstner, & Sjöström, 2012). However, considering Figure 2, one can see that the eigenvalues are all pure imaginary and more or less equally distributed along the imaginary axis. That is why, similar to symmetric matrices, most components of the signal encoded in the hidden neurons decay exponentially and only the information along the eigenvectors belonging to the two largest eigenvalues ($\pm i$) survives for a power law timescale. Thus, since usually only two eigenvectors have the highest absolute eigenvalue, the information carried in the critical state might be poor. In the scope of this work, orthogonal matrices are being investigated. Previously skew-symmetric matrices have been checked. Technically, one can obtain a skew-symmetric or orthogonal matrix by adding steps into the learning process that in every iteration enforce the respective constraints.

In the present case, one has to enforce one of the two following constraints:

- C3: Skew-symmetric $W$ or
- C4: Orthogonal $W$. 

In the case of skew-symmetric matrices, one also has to set this:

- C5: Largest absolute eigenvalue/singular value is set to 1.

Orthogonal matrices already have all their absolute eigenvalues set to 1. Thus, if the network has to be tuned exactly into the critical state, one way to do that is to either enforce C3 and C5 or C4 in every iteration. For practical purposes, it suffices in many cases to use general matrices with a largest absolute eigenvalue set to one (i.e., enforce only condition C5).

2.3 Transfer Function and Anticipation. In order to identify critical behavior, one has to come back to equation 2.5, which basically defines convergence between two different state sequences if the input is identical and the network connectivity is also identical. The most direct way to enforce the convergence is to design the network as contractive, that is, to ensure in each iteration $t$,

$$d(x_{t+1}, y_{t+1}) = l(t) \cdot d(x_t, y_t), \quad (2.9)$$

where $l(t)$ indicates whether the distance between $x_t$ and $y_t$ converges to zero. If $l(t)$ becomes and stays equal to or larger than 1 from any $t$, the two sequences no longer converge and the network does not have the echo state property. But if for all $t$ and an upper limit $L$ one has the inequality

$$l(t) \leq L < 1, \quad (2.10)$$

then network is an ESN.

Equation 2.9 defines $l(t)$ as

$$l(t) = \frac{d(y_{t+1}, x_{t+1})}{d(y_t, x_t)} = \frac{||\theta(Wy_t + I) - \theta(Wx_t + I)||_2}{||y_t - x_t||_2}, \quad (2.11)$$

where $l = w^{in}u_t$ is the influx from the input to the network and $||.||_2$ is the Euclidean norm. For tiny differences between $x_t$ and $y_t$, one can approximate $l(t)$ as

$$l(t) \approx \frac{||\hat{\theta}W(y_t - x_t)||_2}{||y_t - x_t||_2} \leq ||J||_2, \quad (2.12)$$

where $\hat{\theta}$ is a diagonal matrix with entries $\hat{\theta}(Wx_t + I)$, and the right-hand expression is the spectral norm of the Jacobian of the neural network dynamics, that is,

$$J_{ij} = \hat{\theta}(x_{lin,t})W_{ij}, \quad (2.13)$$
where \( x_{\text{lin},i} \) is the \( i \)th component of the vector \( x_{\text{lin},t} \) from equation 2.3. Note that by definition of the spectral norm, \( I(t) \) approximates \( ||J||_2 \) if the difference between \( y_t \) and \( x_t \) is colinear to the largest eigenvector of \( J \).

With respect to criticality, the choice of the transfer function is important. On the one hand, note that the ESN requires convergence for any input sequence, which explains why \( 1 \geq \dot{\theta} \). On the other hand, if one can achieve

\[
1 = \dot{\theta}(x_{\text{lin},t}),
\]

one gets simply \( J = W \), and thus \( ||J||_2 = 1 \). This case is analogous to the situation of equation 1.1 and the case \( |\alpha| = 1 \) there; the linear terms no longer affect the dynamics. Instead, the dynamics are controlled by higher-order terms of Taylor series around the critical point. The shape of the higher terms depends on the general shape of the transfer function (see Mayer, 2014c) on an analysis of critical state, in particular under which circumstances the echo state condition can be preserved.

Then one fundamental problem of creating critical behavior is to design the network in a way that the \( x_{\text{lin},i} \)'s are always tuned to values where equation 2.14 is fulfilled. The way to do this is to let the network anticipate (i.e., predict the next input). Ideas that lead to the prediction of input have been outlined earlier (Mayer & Browne, 2004; Reinhart & Steil, 2012; Sussillo & Abbott, 2012).

Usually \( \theta = \tanh(.) \) is used, and it is used in the initial approach. Note that the critical point of equation 2.14 is reached at

\[
x_{\text{lin},t} = [0, 0, 0 \ldots],
\]

that is, there is only one possible critical state. This is unfavorable as one can see from the following considerations.

The optimization of the hidden layer is going to redirect the linear response resulting from the expected input exactly to the vector above, since in the case of the hyperbolic tangent, there is only one possible value: all linear responses are 0.

On the one hand, the optimization process will result in the same single response of the entire network for all expected inputs. On the other hand, the point of the recurrent network is to resolve ambiguities by accounting for the input history. This is not possible if the total network is indifferent to what the previous input was if this input was expected.

So there is no information transfer from the previous state to the next state. For the current purpose, it makes sense to use the following transfer function:

\[
\theta(x) = 0.5x - 0.25\sin(2x).
\]

It has to be noted that the maximal derivative \( \theta'(x) \) is 1 at \( x_{\text{lin},i} = \pi(n + 1/2) \), where \( n \) is an integer number. Usually for small input values, only the lowest
states $x_{\text{lin},i} = \pm \pi / 2$ are used by the network, resulting in a setting where the critical point of equation 2.14 is reached as

$$x_{\text{lin},t} = \left[ \pm \frac{\pi}{2}, \pm \frac{\pi}{2}, \pm \frac{\pi}{2}, \ldots \right].$$

(2.17)

This results in $2^N$ different possible states for the total network, where $N$ is the number of the hidden neurons. Thus, information transfer within the critical state is possible.

### 2.4 Learning Anticipation in the Hidden Layer

Several learning rules for the hidden layer have been proposed. In many cases an information-theoretic measure has been applied (Obst & Boedecker, 2014; Steil, 2006). In the approach in this letter, it is intended to follow the idea to anticipate the input, which also has been tried in different ways previously (Hajnal & Lörrincz, 2006).

I propose here the minimization of the cost function

$$E(W, w^{\text{in}}) = \sum_i \langle \cos(x_{\text{lin},t,i})^2 \rangle_t,$$

(2.18)

where $x_{\text{lin},t,i}$ is the $i$th component of $x_{\text{lin},t}$ (see equation 2.3). The cost function becomes minimal if $x_{\text{lin},t,i} = \pi (n + 1/2)$, which fits the critical points of the transfer function, equation 2.16. Note that $x_{\text{lin},t}$ also contains input to the system at the time $t$. Thus, the optimization includes an anticipation of the input; some input is expected and already counted on in order to come close to $\pm \pi/2$ for each neuron. The optimization is done on both $W$ and $w^{\text{in}}$ by gradient descent,

$$\Delta W = -\nabla_W E,$$

$$\Delta w^{\text{in}} = -\nabla_{w^{\text{in}}} E,$$

(2.19)

where $E$ is the cost function of equation 2.18; one gets

$$\Delta W_{ij} = -2 \cos(x_{\text{lin},t,i}) \sin(x_{\text{lin},t,i}) x_{t-1,j},$$

$$\Delta w^{\text{in}}_{ij} = -2 \cos(x_{\text{lin},t,i}) \sin(x_{\text{lin},t,i}) u_{t,j}.$$

(2.20)

The update is done by

$$\tilde{W} = W_{\text{old}} + \epsilon \Delta W,$$

$$w^{\text{in}}_{\text{new}} = w^{\text{in}}_{\text{old}} + \epsilon \Delta w^{\text{in}},$$

(2.21)
where $W_{\text{old}}$ and $w_{\text{old}}^{\text{in}}$ are recurrent and input connectivity matrices of the previous iteration, $\epsilon$ represents the learning rate, and $w_{\text{new}}^{\text{in}}$ is the updated input connectivity matrix. As a result of the learning process, the updated $\tilde{W}$ is not necessarily critical, respectively not normal in the sense of equation 2.8 anymore. Thus, it remains to find a critical matrix that is as near as possible to the result of the learning step. In each iteration after adaptation, C4 and C5 can be enforced by setting

$$[U, S, V^T] = \text{SVD}(\tilde{W}),$$

$$W_{\text{new}} = U \cdot V^T,$$  \hspace{1cm} (2.22)

where SVD represents the singular value decomposition routine of standard mathematical toolboxes. Usually the return value is a list composed of three matrices: $[U, S, V^T]$ where $U$ and $V$ are two orthogonal matrices and $S$ is a positive semidefinite diagonal matrix. Since the constraint is enforced in every iteration, $W_{\text{old}}$ already is an orthogonal matrix. After the learning step, if we assume $\epsilon$ to be small, one can expect $S$ to be near an identity matrix. Setting $W_{\text{new}}$ according to equation 2.22 makes it an orthogonal matrix since the right-hand side of the equation is a product of two orthogonal matrices, so the recurrent connectivity can be forced back on the manifold of orthogonal matrices. In this way, condition C4 is enforced. Since all absolute eigenvalues of orthogonal matrices are equal to one, condition C5 is also enforced by equation 2.22. For symmetric matrices as a different type of normal matrices, other ways of enforcing constraints can be applied. For example, as outlined in Mayer (2014a), C3 and C4 can be enforced by

$$W_{\text{new}} = \frac{\tilde{W} - \tilde{W}^T}{\max \text{ abs}(\text{eigv}(\tilde{W} - W^T))}$$ \hspace{1cm} (2.23)

where eigval represents a function that computes numerically a list of eigenvalues of a matrix. In the case of general matrices, C5 can be approximately enforced by

$$W_{\text{new}} = \frac{\tilde{W}}{\max \text{ abs}(\text{eigv}(\tilde{W}))}$$ \hspace{1cm} (2.24)

3 Simulation Results

3.1 Reduced Model. The first experiment was done with a model of eight neurons and a normalized orthogonal connectivity matrix in the recurrent layer. The input was one neuron alternating between 1 and $-1$. In this case, the learning algorithm for the hidden layer converges rapidly.
Figure 3: Linear response of the two-state test setting. (Left) Linear response during the learning process. (Right) Linear response of network after an unexpected input event. One can see slow convergence process to the target values $\pm \pi/2$. ($\approx 5000$ iterations with a learning rate of 0.01). Figure 3 depicts on the left side the linear response of each neuron ($x_{lin,t}$) during the learning process. The learning follows the intended effect: the linear responses become more and more accurate—either $-\pi/2$ or $\pi/2$. Note that with different initializations, more values of $n$ and the set $\pi/2 + n \times \pi$ can be approximated, where $n$ is an integer number.

As a second step, two identical copies of the network are created after the learning process. Then an unexpected input ($u = -1$ instead of $u = 1$) is presented to one of these networks at one time step. Figure 3 (right), depicts the recording of the linear response of each of the eight neurons, from briefly before the unexpected input until several hundred iterations afterward. Although the neurons converge to either $-\pi/2$ or $\pi/2$, this process is very slow.

In order to get a quantitative picture, one can also take a metrical measure, in an analogous fashion to equation 2.5. Results are depicted in Figure 4. The results indicate that the reduced model shows the echo state property; however, the decay is not exponential but a power law. Therefore, for a very long period, traces of the single unexpected event can be found in the network. Experiments using skew-symmetric matrices have been conducted previously and are published in Mayer (2014a).

3.2 Stochastic Sequences with Temporal Inference. A similar input model as in Mayer, Obst, and Chang (2010) was chosen to set up a subsequent test. Here an input sequence composed of five different state types labeled A to E (see Figure 5) was used. Subsets of four subsequent states always belong together. The subset is either ABAD or ACAE; both
Figure 4: (Left) Double log plot of the reduced model. The $x$-axis depicts time (iterations), and the $y$-axis depicts the difference measure between the undisturbed network with a network that received one unexpected input at one iteration. The decay is proportional to $t^a$, which results in a straight line of points in the double log plot. Iterations are counted from the moment at which one network receives one unexpected input. (Right) Log-lin plot of the same data.
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Sample: ACAEABADA... ACADEBADA...

Figure 5: Grammar of the training set. (Left) The trained sequence of states. A regular sequence of four steps consists of the sequence ABAD or ACAE. The occurrence of both sequences is random with equal probability. After four steps, the sequence is repeated from the beginning. (Right) For testing the networks, two identical networks were used where one network at one step received input at one time from a sequence that violates the implicitly trained rule.

occur identically and independently randomly with equal probability. The sequence implies a simple grammar; the occurrence of a D in the state sequence requires the occurrence of a B two iterations before, while the occurrence of a E requires a C. Thus, the network should infer the occurrence of state D from the previous occurrence of state B and the occurrence of E from the previous occurrence of C.
Each of the states is encoded into different input vectors. In the case presented here, a two-dimensional input vector was implemented to encode each of the five states:

\[
\begin{align*}
A &\rightarrow (0 \ 0) \\
B &\rightarrow (-1 \ 0) \\
C &\rightarrow (1 \ 0) \\
D &\rightarrow (0 \ -1) \\
E &\rightarrow (0 \ 1).
\end{align*}
\]

For this experiment, general matrices were used and a largest absolute eigenvalue of 1 was enforced. A network of 15 neurons was capable of virtually reaching the theoretical limit of the cost function during training. Instead of training an output function, the approach again restricts itself to presenting a single unpredicted input and comparing the time series of internal states to an initially identical network where except for the one step over the whole time series, the same input is presented to the network. During the training phase, the network runs 20,000 iterations. Initially the recurrent orthogonal matrix is scaled to $S_{\text{max}} = 0.8$. During the first 7500 iterations $S_{\text{max}}$ is exponentially increased to 1.0. The learning rate of the gradient descent is set to 0.009. The learning process usually reaches values of the cost function that are around or smaller than $10^{-20}$. After a transient of 1000 iterations, an exact copy of the first ESN is created. After that, three different tests are performed.

In the first test, one network perceives a grammatical error at one iteration (see Figure 5, right side); both get the same time series as stimuli, except for a single occurrence at which the first network receives an $E$ according to the grammar and the other network receives an $F$, which violates the implicit rule of the training set. The left side of Figure 6 depicts how the difference between the two internal state vectors develops over time. The first iteration is identical to the iteration where the different inputs occur. The single violation results in a power law convergence. The metric distance between the two networks is

\[
||x_t - y_t|| \propto t^{-b},
\]  

(3.1)

where $b$ is approximately $\frac{1}{2}$.

In contrast to the first result, if both networks receive two different input events that do not represent a violation of the grammar, the convergence of both networks is reached after five iterations (see Figure 6, right). So in this case, the trained network dynamics can return to default after one cycle of training patterns.

Finally, the third experiment tests what happens if both networks receive permanent violations in every iteration after receiving one iteration of differing input. Results are shown in Figure 7. The convergence is exponential.
Figure 6: The plots show the convergence between two identical networks where one network receives a different input from the other network for a brief time. (Left) One network receives at one iteration an input that represents a grammatical error in the context of the training set, whereas the other network receives the grammatically correct sequence. The plot is depicted in a double logarithmic way, thus revealing the power law descent of the metric distance between the two networks. The exponent of the decay is approximately $-0.5$. (Right) Semilogarithmic plot of two networks that receive different, but both grammatically correct, input at two time steps. Except for iterations 1 and 3, both networks receive the same input. Thus, the first network perceives the sequence ABAD, whereas the second network gets ACAE.

Figure 7: In this plot, initially one network is exposed to violations of the grammatical rule, whereas the other network still receives the correct input. After that, both networks receive permanent input with the wrong grammar. The plot is log-lin, which demonstrates that the difference between both networks vanishes exponentially in this case.
in this case. One way to understand this result is to consider the information capacity of the reservoir as limited. Because the network is not trained to predict the input, the unusual input drives the network further from the critical state.

4 Discussion

This letter is intended to contribute to the upcoming discussion about neural networks with critical connectivity (Schuster, Plenz, & Niebur, 2014). Results presented here may contribute to both technical aspects of the study of biological neural networks such as the human cortex.

Technically, a system has been presented in which memories fade slower than exponentially. In the approach in this letter, that target could be achieved by applying two components to reservoir computing:

- Critical connectivity in the recurrent layer
- An input prediction system, which anticipates the next input in a way that it redirects the expected activity exactly into the critical point of the system

These two components may also be important features in future approaches to reservoir computing and input-driven systems in general.

With regard to the technical aspects of critical connectivity, note that no heuristic measure to find the critical point has been applied. This differs from previous approaches that investigated the behavior reservoirs near the edge of chaos (Hajnal & Lörincz, 2006; Boedecker et al., 2012; Obst & Boedecker, 2014; Büsing et al., 2010; Natschläger et al., 2005). The graphs presented in section 3 show a power law convergence over several orders of magnitude, which is possible only if the critical point is hit exactly. On one hand, this is presumably not achievable by using the methods applied in earlier approaches. On the other hand, this is necessary to produce the plots that depict power law forgetting over several orders of magnitude. Further research is necessary to see how the restriction to normal matrices instead of the general ones affects the dynamics in the reservoir in a negative way.

Further, prediction of the input is essential for the results of this letter. Anticipation in reservoirs is possibly an important aspect for the future of ESNs. In addition to the considerations outlined in section 2.3, another information-theoretic argument supports this notion. The idea here is that the total information content of the network is limited. In a nonpredictive model, the constant information influx requires that knowledge from previous experience vanishes in an exponential fashion. No matter how the memory is organized, this is inevitable because the capacity of the reservoir is limited. The predictive/anticipative approach uses a primitive type of memory compression that allows a single unexpected event to stay longer than exponentially in the memory. In addition, this work could also be
seen as an optimal predicting machine in the sense of Still’s definition (Still, Sivak, Bell, & Crooks, 2012).

Related research can be found in the field of heterogeneous neural models (Hörzer, Legenstein, & Maass, 2014; Hochreiter & Schmidhuber, 1997), where single-input events can also be remembered over long time periods. In the case of long-short-term memory, this can be achieved by adding specific gates in each unit that protect certain information from being forgotten. Moreover, there could also be biological implications. Although the human memory system is by far a more complex mechanism than those that are outlined in this letter, potential implications could be drawn from these results. Different from machines, human memory often works in a way that humans can remember unexpected events better. We usually can neither recall what we ate for lunch 78 days ago nor precisely reconstruct the way we brushed our teeth last Monday. Events that are irrelevant or predictable from previous information, or both, are filtered away.

Also, human memory does not work from the first day, an effect known as childhood amnesia (Herbert & Pascalis, 2007). A little child has early experiences that are not stored as repeatable events in later life. Rather, it is plausible to assume that these early childhood experiences form a framework of expectations of usual daily events. Only the deviations from these expectations are stored and stay as memories later in life.

Another important hint that a mechanism similar to what is outlined in this letter is at work in the cortex is that the ubiquitous predictive properties of the cortex recently have become common knowledge in the community (Bar, 2011).
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