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ABSTRACT

A new parameter estimation methodology was established for the interpretation of the transient constant-head test to identify the hydrogeological parameters of an aquifer. The proposed method, referred as the area matching process (AMP), is based on linking the field data to the theoretical type curve through a unique area computed above these curves bounded by a user specified integration interval. The proposed method removes the need of superimposition of theoretical type curves and field data collected during the test, which may lead to the unexpected errors in assessing aquifer parameters. The AMP approach was implemented for a number of synthetically generated hypothetical test data augmented with several random noise levels, which mimic the uncertainty in site measurement together with porous media heterogeneity, and to an actual field data set available in the literature. The estimation performance of the AMP method was also compared with the existing traditional and recently developed techniques. As demonstrated by the conducted test results, the accuracy, reliability, robustness and simplicity of the proposed technique provide significant flexibility in field applications.
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INTRODUCTION

A constant-head test is a hydrogeological tool, in which groundwater is extracted by maintaining a constant head in a well, and the aquifer parameters (i.e. hydraulic conductivity, storativity) are estimated from the transient discharge measurements. Compared to the constant-head test, the constant-discharge test is a more frequently utilized technique for investigating the hydrogeological properties (Kruseman & de Ridder 1990). However, the use of traditional constant-discharge test may not be convenient, especially in a low-transmissivity formation, where it leads to the occurrence of a deep cone of drawdown in the vicinity of the pumping well which results in the dewatering of the pumping well in a very short period, therefore, adequate measurements cannot be gathered from the nearby observation wells (Freeze & Cherry 1979). On the other hand, this phenomenon is not encountered in the constant-head test, since a fixed water level is maintained at the well; hence this test is more suitable for aquifers of low-transmissivity. Wellbore storage effect is also needed to be considered as an additional unknown parameter in constant-discharge test, whereas this parameter is of no concern in constant-head tests (Mucha & Paulíkova 1996). Since the head at the well is maintained at a constant level during the test, the head change in the well would not lead to any water release from wellbore storage (Bundschuh & Suárez 2010).

The first mathematical model describing the flow behavior under a constant-head test was provided by Jacob & Lohman (1952). The temporal variation of discharge is formulated by a cumbersome well function in this pioneering solution which involves a number of assumptions: (i) infinite-extent aquifer with horizontal flow; (ii) fully penetrating well; (iii) homogeneous and isotropic aquifer; and (iv) two-dimensional flow. Some analytical treatments for the problem at hand were proposed by Hantush (1959),
Glover (1978) and Perrochet (2005). In a more recent work, Chang & Yeh (2009) developed an analytical solution for the constant-head test performed at a partially penetrating well.

Hydraulic parameters from the constant-head test data are traditionally estimated from a curve matching process by superimposing the theoretical type curve \( G(a) \) vs \( a \) and the field data \( Q(t) \) vs \( t \) on a log-log scale (Jacob & Lohman 1952). Once the curves are overlapped, a matching point, selected anywhere on the superimposed curves, yields the corresponding \( Q(t), G(a), a \) and \( t \). Using these estimated values, transmissivity (\( T \)) and storativity (\( S \)) are easily computed. However, an appropriate visual fit may not be attained in practice, as a result of measurement errors during data collection, the paucity in the collected test data, or the presence of heterogeneity. Alternatively, Lohman (1972) suggested a straight-line approximation which is similar to the method of Cooper & Jacob (1946) developed for a constant-discharge aquifer test. This approximation is valid for late-time data, however, there is no criterion describing the critical time when the late-time period begins, which may result in the misinterpretation of the test (Batu 1998).

Apart from these traditional techniques, there are a number of studies in the literature that focused on the simplification of the well function given by Jacob & Lohman (1952) with which the formation properties could be investigated. Glover (1978) proposed a fit equation to simplify the well function given by Jacob & Lohman (1952). Swamee et al. (2000) introduced a least-square minimization technique to estimate the aquifer parameters using the function proposed by Glover (1978). Ojha (2004) approximated the Jacob & Lohman (1952) well function by utilizing algebraic manipulations and presented an error minimization process to obtain aquifer parameters. Singh (2007) developed an alternative approximate well function form and formulated a Marquardt algorithm-based optimization method for the estimation of aquifer parameters. Singh (2009) also suggested an optimization scheme coupled with a Kernel method to discretize the time span into a number of uniform time steps for the purpose of assessing formation parameters.

Several techniques are readily available to be used for the estimation of aquifer parameters to analyze the classical constant-discharge data which would be collected from different porous medium formations. Derivative-based techniques developed for constant-discharge pump tests (i.e. Chow 1952; Sen 1986; Copty et al. 2011), for instance, could also be adapted to constant-head test to estimate the hydraulic properties. The well function given by Jacob & Lohman (1952) has, however, a sophisticated manner for performing derivative-based aquifer-parameter assessing methods to simplify the estimation procedure. Renard et al. (2009) and Avci et al. (2015) discussed the shortcomings of time derivation of the available field data for parameter estimation, since the time-derivative of the field data would result in highly erratic results due to some probable abnormalities in collected data. Recently, integration-based aquifer-parameter estimation methodologies were proposed by Avci et al. (2011) and Sahin (2012) to smooth the unreliable behavior appearing in derivative-based methods.

The purpose of this study is to formulate a simple parameter estimation method, as simple as the conventional curve matching procedure, to be used in lieu of other optimization based techniques, mentioned above. A new integration based parameter estimation methodology, called area matching process (AMP), was introduced to estimate aquifer parameters. This new technique (AMP) was established on an idea that an area within an integration window will be identical for both the theoretical type curve and the temporal flow rate curve obtained from the site measurements. The application procedure of AMP is straightforward, does not require any complicated calculations or curve matching process to acquire aquifer parameters. The AMP seems to have promising features to estimate aquifer parameters in a reliable, accurate and robust manner when compared to existing techniques as discussed in the following sections.

**METHODOLOGY OF AREA MATCHING PROCESS APPROACH**

Jacob & Lohman (1952) introduced a mathematical model for transient constant-head test for a fully penetrating, finite-diameter well in a non-leaky homogeneous isotropic formation, as schematically illustrated in Figure 1. The proposed model, which aims to estimate the transmissivity and the storativity of the formation, is derived from the following...
governing equation:

\[
\frac{\partial^2 s}{\partial r^2} + \frac{1}{r} \frac{\partial s}{\partial r} = \frac{S}{T} \frac{\partial s}{\partial t} \quad (1)
\]

with the initial and boundary conditions given as

\[
s(r, 0) = 0, \quad r_w \leq r \leq \infty \\
s(r_w, t) = 0, \quad t < 0 \\
s(r_w, t) = s_w = \text{constant} \quad t \geq 0 \\
s(\infty, t) = 0 \quad t \geq 0
\quad (2)
\]

where \(T\) stands for the aquifer transmissivity, \(S\) is the storativity, \(t\) is time, \(r\) represents the radial coordinate, \(s\) is the change in head, \(s_w\) is the constant head maintained at the well, \(r_w\) denotes the radius of the well.

The solution for the time-dependent discharge in a constant-head injection test proposed by Jacob & Lohman (1952) is as follows:

\[
Q(t) = 2\pi T s_w G(\alpha) \quad (3)
\]

where

\[
G(\alpha) = \frac{4\alpha}{\pi} \int_0^\infty x \exp(-\alpha x^2) \left( \frac{\pi}{2} + \tan^{-1} \left[ \frac{Y_0(x)}{J_0(x)} \right] \right) dx \quad (4)
\]

and

\[
\alpha = \frac{T t}{S r_w^2} \quad (5)
\]

in which \(J_0(x)\) and \(Y_0(x)\) are the Bessel functions of zero order of the first and second kinds, respectively.

Jacob & Lohman (1952) tabulated the \(G(\alpha)\) for numerous values of \(\alpha\). Based on these values, Perrochet (2005) proposed a simplified equation which gives the dependence of \(G(\alpha)\) on \(\alpha\) as

\[
G(\alpha) \equiv \frac{1}{\ln(1 + \sqrt{\pi \alpha})} \quad (6)
\]

The proposed AMP approach was devised to overcome the aforementioned difficulties in the conventional techniques as explained in the Introduction. This technique shares the same logic behind the curve matching method, but it simplifies the entire process by linking a specified area within an integration window (\(\Delta\)) for both actual field curve (\(Q\ vs. \ t\)) and the theoretical curve (\(G(\alpha)\ vs. \ \alpha\)) as illustrated in Figure 2(a) and 2(b), respectively. The best possible match between these curves is assumed to be realized when the corresponding areas obtained within the same integration window (the shaded regions in Figure 2) are identical.
The area of interest for the field curve, shown in Figure 2(a), can be simply calculated from:

\[ A = \frac{1}{2} \sum_{i=1}^{n-1} \left\{ \log_{10} \left( \frac{Q(t_1)}{Q(t_i)} \right) + \log_{10} \left( \frac{Q(t_1)}{Q(t_{i+1})} \right) \right\} \log_{10} \left( \frac{t_{i+1}}{t_i} \right) \]

where \( n \) is the number of data points to be used. The key parameter for the matching procedure is the integration window, \( \Delta \), which gives the logarithmic distance between the initial and the final time levels of the utilized data set:

\[ \Delta = \log_{10} \left( \frac{t_n}{t_1} \right) \]

The AMP method can also be implemented with just selecting two observation points \( n = 2 \) separated with integration window, \( \Delta \), instead of employing the whole data set. Under this condition, Equation (7) reduces to the following simplified form

\[ A = \frac{1}{2} \log_{10} \left( \frac{Q(t_1)}{Q(t_2)} \right) \Delta \]

where

\[ \Delta = \log_{10} \left( \frac{t_2}{t_1} \right) \]

The corresponding area for the theoretical type curve, as also seen in Figure 2(b), varies as a function of an unknown \( \alpha_1 \) value and the integration window, \( \Delta \), as follows:

\[ A(\alpha_1, \Delta) = \{ \log_{10} G(\alpha_1) \} \Delta - \int_{\log_{10}(\alpha_1)}^{\log_{10}(10^\alpha_1)} \{ \log_{10} G(\alpha) \} d[\log_{10}\alpha] \]

The basic objective of AMP is to estimate an appropriate value for \( \alpha_1 \) by linking the theoretical area obtained from Equation (11) and the area obtained from field curve calculated by employing either Equation (7) or Equation (9). The definite integral in Equation (11) can be approximated by a number of alternative numerical integration schemes. In this particular study, the Composite Trapezoidal Rule is employed to evaluate the integral in concern. Figure 3 demonstrates how \( \alpha_1 \) varies with \( A \), for some representative \( \Delta \) values.

The dependence of \( \alpha_1 \) on \( A \) can be generalized by generating an exponential fit model that has the following form:

\[ \log_{10}(\alpha_1) = a \exp(b \log_{10}(A)) + c \exp(d \log_{10}(A)) \]

where \( a, b, c \) and \( d \) are the coefficients of the fit equation varying with the value of the integration window, \( \Delta \). The fit parameters together with the fit statistics are tabulated in Table 1.

Once \( \alpha_1 \) value is obtained, the aquifer transmissivity can be acquired by substituting \( G(\alpha_1) \) and \( Q(t_1) \) into
Equation (3) as

$$\hat{T} = \frac{Q(t_1)}{2\pi \sigma_w G(\alpha_1)}$$

(13)

Knowing the predicted transmissivity $\hat{T}$, and substituting Equation (13) into Equation (5), the storativity of the aquifer can be estimated as

$$\hat{S} = \frac{\hat{T} t_1}{\alpha_1 r_w^2}$$

(14)

The AMP approach could be summarized with the following key steps:

Step 1. The test data set is substituted in Equation (7) to obtain the area, $A$, that is to be matched. The integration window, $\Delta$, is evaluated by Equation (8). If only two observation points are employed, Equations (9) and (10) can be employed to get $A$ and $\Delta$, respectively.

Step 2. Based on the value of the integration window, $\Delta$, the fit parameters are determined from Table 1 and these parameters with the calculated $A$ value are then substituted in Equation (12) to compute $\alpha_1$.

Step 3. $\alpha_1$ is substituted in Equation (4) (or in Equation (6)) to get the corresponding $G(\alpha_1)$.

Step 4. Finally, $G(\alpha_1)$ and $Q(t_1)$ are substituted into Equation (13) to get the aquifer transmissivity, $T$, which in turn, is substituted into Equation (14) to obtain the aquifer storativity, $S$.

**RESULTS AND DISCUSSION**

The performance of AMP was investigated through the numerical experiments conducted with different aquifer settings. The reliability and the performance of the proposed method were first examined with synthetically generated test data; to which, random noise was introduced in order to mimic the effects of possible measurement errors, fluctuations in the discharge rate, as well as the heterogeneity of the formation on the available test data. The contribution of the integration window on the estimation performance of AMP was also shown. In addition, the proposed method was implemented in numerical experiments, in which six different heterogeneous aquifer scenarios were simulated, in order to elaborate the variation of estimated transmissivity values. Finally, AMP was assessed with a real field test data set from the hydrogeology literature.

**Test case 1: Synthetic data with random noise**

A number of numerical experiments were conducted to simulate different homogeneous aquifer settings, characterized by a wide range of transmissivity values varying from $10^{-6}$ to $10^{6}$ m²/min (log-uniformly spaced 61 transmissivity values were employed). For all the scenarios, storativity, $S$, was selected as $10^{-4}$. The test data were collected from a discharge well with a finite-radius of 0.1 m. The well was assumed to be subjected to a constant drawdown of 10 m throughout the test in order to observe transient discharge response of the hypothetical aquifer. The tests were designed to last from 1 to 100 min with a uniform logarithmic time step of 0.1 min. In addition, two different levels of random noise, being in the order of 1% and 2% of the observed discharge, were added to each generated data set to imitate the possible error sources (i.e. measurement errors, discharge fluctuations, or heterogeneity) encountered during the test. Thus, the AMP procedure was executed for a total of 122 distinct data sets (61 different $T_s \times 2$ different random noise orders). Figure 4 portrays one of the generated synthetic data sets with different random noise levels.

In these hypothetical test cases, for simplicity, the analyses were undertaken via selecting two points from
As explained in the previous section, the use of more data points inside the integration window would yield more accurate area approximations. The AMP procedure was followed for all available distinct data sets to obtain the estimation results as depicted in Figure 5 and tabulated in Table 2. The integration intervals employed in this numerical experiment represent different phases of the test data of interest as given in Table 2.

The estimated transmissivity values obtained from AMP were compared with the generation values in order to analyze the performance of the proposed method. Root mean squared error (RMSE) and the coefficient of determination ($R^2$) were employed in comparison. RMSE between the
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The estimation performance of AMP.

As seen through the results, summarized in Table 2, the estimated transmissivity values match quite well.
with the predefined ones, in almost all scenarios as shown in Figure 5. The effect of integration window on the estimation performance of the proposed AMP was also investigated in terms of error metrics such as $R^2$ and RMSE. For both noise levels, the RMSE values increase when the integration window is narrowed, as demonstrated in Figure 6. For instance, the RMSE statistics for the estimated transmissivity values are $3.82 \times 10^{-2}$, $3.40 \times 10^{-2}$, and $5.69 \times 10^{-2}$, when the data sets with 1% noise level are analyzed within integration windows of 2, 1 and 0.5, respectively. The same error trend could also be observed for the data sets with 2% of random noise level. The primary reason for such an error trend lies behind the fact that the approximated area is more sensitive to fluctuations when the integration window is narrow, whereas larger integration windows smooth the influence of fluctuations. Figure 6 also implies that using integration windows with different sizes would not significantly improve the estimation performance of AMP in terms of RMSE values for a smooth data set (i.e. for random noise level 1%). $R^2$ values in Table 2 show that any arbitrarily chosen integral interval could provide the accurate estimation results which are in good accordance with the generated values. This error metric implies that integration interval does not

### Table 2: AMP performance for noisy data set

| Integration window $\Delta$ | Random noise 1% | | | Random noise 2% | | |
|-----------------------------|----------------|-----------------|----------------|----------------|----------------|
|                             | RMSE           | $R^2$           | Max. absolute error | Min. absolute error | RMSE           | $R^2$           | Max. absolute error | Min. absolute error |
| 2                           | 0.038236       | 0.99998         | 0.10198           | 0.025218        | 0.046597       | 0.99993         | 0.1045           | 0.04391          |
| 1.9                         | 0.036664       | 0.99998         | 0.095022          | 0.01829         | 0.047807       | 0.99991         | 0.11212          | 0.051904         |
| 1.8                         | 0.035968       | 0.99997         | 0.086503          | 0.020317        | 0.043687       | 0.99994         | 0.10625          | 0.053386         |
| 1.7                         | 0.032834       | 0.99997         | 0.071714          | 0.035084        | 0.038576       | 0.99994         | 0.087383         | 0.039419         |
| 1.6                         | 0.031393       | 0.99997         | 0.067473          | 0.028837        | 0.043244       | 0.9999         | 0.092132         | 0.064931         |
| 1.5                         | 0.035054       | 0.99996         | 0.07251           | 0.04861         | 0.046852       | 0.99988         | 0.11187          | 0.08252          |
| 1.4                         | 0.032485       | 0.99996         | 0.080356          | 0.052118        | 0.049636       | 0.99987         | 0.13125          | 0.066414         |
| 1.3                         | 0.030346       | 0.99997         | 0.074189          | 0.036482        | 0.060511       | 0.99974         | 0.14698          | 0.092399         |
| 1.2                         | 0.025799       | 0.99997         | 0.061173          | 0.03712         | 0.057813       | 0.99977         | 0.16323          | 0.091952         |
| 1.1                         | 0.035          | 0.99993         | 0.078924          | 0.069239        | 0.063327       | 0.99975         | 0.19781          | 0.089668         |
| 1                           | 0.053992       | 0.99993         | 0.089567          | 0.072161        | 0.073062       | 0.99965         | 0.25116          | 0.10891          |
| 0.9                         | 0.035418       | 0.99992         | 0.079144          | 0.07767         | 0.080256       | 0.99956         | 0.3049           | 0.11918          |
| 0.8                         | 0.041939       | 0.99987         | 0.12012           | 0.072232        | 0.10196        | 0.99936         | 0.32052          | 0.15949          |
| 0.7                         | 0.04468        | 0.99985         | 0.17545           | 0.073699        | 0.094512       | 0.99931         | 0.31283          | 0.19458          |
| 0.6                         | 0.049217       | 0.99981         | 0.15348           | 0.11415         | 0.10597        | 0.9991          | 0.3755           | 0.17737          |
| 0.5                         | 0.056996       | 0.99974         | 0.14103           | 0.13023         | 0.1462        | 0.99843         | 0.67589          | 0.25183          |

**Figure 6**: The variation of error metrics with integration window.
significantly improve the estimation results. In other words, each integration window could be preferred to identify hydrogeologic properties.

Eventually, regardless of which integration window is preferred, these hypothetical experiments verify that for homogeneous systems, the proposed AMP is capable of estimating aquifer parameters with a high accuracy even if the collected data suffer from substantial noise.

**Test case 2: Synthetic data analyses for heterogeneous field**

A set of numerical experiments, in which spatially variable transmissivity fields were employed, were conducted with PMWIN-MODFLOW (Chiang & Kinzelbach 2001) to test the performance of the proposed AMP in heterogeneous medium. To achieve this goal, six separate lognormally distributed transmissivity fields were generated by the Turning Band Algorithm, TBM (Mantoglou & Wilson 1982) using two different integral scale ($I = 5$ m, 20 m) and three different variance ($\sigma^2 = 0.5, 1, 2$) values for the purpose of simulating different heterogeneity conditions. All transmissivity fields were assumed to have a geometric mean of 1 $m^2$/day ($T_g = 1 m^2$/day). A pumping well was placed at the center of a 499 m x 499 m square domain which was discretized with square cells of size 1 m x 1 m. The aquifer storativity was assumed to be uniform being equal to $10^{-5}$. The simulations were performed for a period of 100 minutes in order to eliminate potential boundary effects. A uniform time discretization scheme was employed with 1,000 time steps. Constant-head condition was assigned to the pumping well cell; therefore, a constant drawdown of 10 m was maintained at the well throughout the simulations. The calculated flow rate values for each time step were read from the output water-budget file generated by PMWIN-MODFLOW. Temporal variations of synthetically generated discharge data for the given six alternative scenarios are pictured in Figure 7.

Using the generated discharge data, the proposed model was applied to successive data pairs corresponding to the time levels $t_1$ and $t_2 = 10^4 t_1$, where the integration window, $\Delta$, was preferred to be 1. The estimated transmissivity was seen to vary with the selected $t_1$ value as illustrated in Figure 8.

In all cases, the estimated transmissivity value was observed to approach to the geometric mean of the transmissivity field as $t_1$ increases, as shown in Figure 8.
The previous studies on the conventional constant-discharge pump tests in the confined heterogeneous aquifer show that the interpreted transmissivity estimates eventually yield to some weighted average of the transmissivity values inside the cone of depression which expands with elapsed time from the beginning of pumping (i.e. Bibby 1979; Meier et al. 1998; Sanchez-Vila et al. 1999; Copty & Findikakis 2004; Wu et al. 2005; Sanchez-Vila et al. 2006; Copty et al. 2011; Avci & Sahin 2014). The same trend, the interpreted transmissivity values at the late time of constant discharge tests leading to the geometric mean of a normally distributed transmissivity field, was therefore verified by this test case example based on the available results.

### Test case 3: Lohman data

The performance of the proposed AMP approach was also verified with a real field data set example of a constant-drawdown test obtained from Artesia Heights well near Grand Junction, Colorado in 1948 (Lohman 1965). The radius of the well of interest \( r_w \) and the constant-head maintained at the well \( s_w \) were reported to be 0.084 m and 28.14 m, respectively. The test results are tabulated in Table 3.

As a first experiment, the whole data set, that lies within an integration window, \( \Delta \), being approximately equal to 2, was utilized. The proposed methodology described in previous sections produced the output given in Table 4. To verify the accuracy of the method, the estimated transmissivity and storativity values were substituted in Equation (3) to regenerate the discharge values. The calculated and the observed discharge values are seen to be in good agreement, as can be seen in Figure 9.

As a second phase, the estimation performance of the proposed method was compared with its alternatives, which are the conventional Curve-matching Method and the Straight-line Method (Lohman 1972), Glover’s (1978) method, and the relatively new techniques developed by Swamee et al. (2000) and Singh (2007). The aquifer parameters provided by these alternative techniques are presented in Table 5. The regenerated discharge values with these estimated formation parameters, as well as the actual discharge data are exhibited in Figure 10. In addition to the picture portrayed in Figure 10, the RMSE statistics depicted in Table 5 noticeably demonstrate the advantage of the proposed method in terms of its accuracy.

As a final remark, the capability of AMP was tested with only two observation points utilized in the estimation process. The implementation of the AMP as described in the methodology section obviously becomes much more simplified once the number of employed data is reduced to two. Figure 11 demonstrates the results of four different

<table>
<thead>
<tr>
<th>Observation #</th>
<th>Time (min)</th>
<th>Discharge Q (m³/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.02756</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.02626</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.02604</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.02377</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.02354</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0.02354</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.02252</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>0.02214</td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>0.02142</td>
</tr>
<tr>
<td>10</td>
<td>21</td>
<td>0.02082</td>
</tr>
<tr>
<td>11</td>
<td>26</td>
<td>0.02021</td>
</tr>
<tr>
<td>12</td>
<td>31</td>
<td>0.02021</td>
</tr>
<tr>
<td>13</td>
<td>41.5</td>
<td>0.01976</td>
</tr>
<tr>
<td>14</td>
<td>51</td>
<td>0.01951</td>
</tr>
<tr>
<td>15</td>
<td>61</td>
<td>0.01934</td>
</tr>
<tr>
<td>16</td>
<td>76</td>
<td>0.01911</td>
</tr>
<tr>
<td>17</td>
<td>91</td>
<td>0.01892</td>
</tr>
<tr>
<td>18</td>
<td>103</td>
<td>0.01862</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fit parameters</th>
<th>A</th>
<th>( \Delta )</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>( \alpha )</th>
<th>( G(\alpha) )</th>
<th>( T ) (m³/min)</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.178502</td>
<td>2</td>
<td>-2.33966</td>
<td>1.827029</td>
<td>0.697556</td>
<td>-2.43785</td>
<td>5345.233</td>
<td>0.208434</td>
<td>0.000748</td>
<td>1.98 × 10⁻⁵</td>
</tr>
</tbody>
</table>
experiments conducted with four randomly selected pairs of data points. Even with two data points, the AMP was seen to produce quite satisfactory results, which is another advantage of the proposed method.

Figure 11 also shows the AMP would lead to almost the same transmissivity estimates (as a mean of $7.53 \times 10^{-4} \text{m}^2/\text{min}$), which seems independent from whichever data phase is employed to obtain aquifer parameters. In this regard, the results of AMP for the Lohman (1965) data are in line with those of synthetically generated test data studied in Test case 1. The AMP, therefore, could provide practitioners a great flexibility in the data analysis. A definite late-time criterion was not described by the Lohman (1972) straight-line method as discussed in Batu (1998). This potential drawback of the straight-line method can be overcome by performing AMP as delineated in Figure 11.

Table 5 | Estimation performance of implemented methods

<table>
<thead>
<tr>
<th>Method</th>
<th>$T$</th>
<th>$S$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed AMP</td>
<td>$7.48 \times 10^{-4}$</td>
<td>$1.98 \times 10^{-5}$</td>
<td>$3.70 \times 10^{-4}$</td>
</tr>
<tr>
<td>Type-Curve Method (Batu 1998)</td>
<td>$5.58 \times 10^{-4}$</td>
<td>$1.58 \times 10^{-5}$</td>
<td>$1.67 \times 10^{-3}$</td>
</tr>
<tr>
<td>Straight-Line Method (Batu 1998)</td>
<td>$7.49 \times 10^{-4}$</td>
<td>$1.15 \times 10^{-5}$</td>
<td>$1.05 \times 10^{-5}$</td>
</tr>
<tr>
<td>Glover (1978)</td>
<td>$7.11 \times 10^{-4}$</td>
<td>$4.15 \times 10^{-5}$</td>
<td>$5.02 \times 10^{-4}$</td>
</tr>
<tr>
<td>Swamee et al. (2000)</td>
<td>$6.96 \times 10^{-4}$</td>
<td>$3.88 \times 10^{-5}$</td>
<td>$3.92 \times 10^{-4}$</td>
</tr>
<tr>
<td>Singh (2007)</td>
<td>$7.02 \times 10^{-4}$</td>
<td>$3.64 \times 10^{-5}$</td>
<td>$3.71 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

CONCLUSIONS

In this work, a new parameter estimation procedure, named as AMP, was formulated to analyze the transient constant-head data. The proposed AMP is as straightforward as the classical curve matching techniques; however, it avoids the need for superimposing the theoretical and the field curves. The idea behind this approach is founded on matching a unique area within an integration interval, which is indeed a common property for both the theoretical type curve and the field discharge curve. The reliability and the performance of the AMP were tested for various synthetically generated data sets augmented with random noise, as well as a real field example.

The following key conclusions can be drawn from these test cases. (i) The size of the integration window does not significantly influence the estimation performance of AMP. This feature implies that the available site data can be directly used to estimate aquifer parameters, without any need for interpolation or extrapolation that may lead to the misinterpretation of test results. (ii) For homogeneous aquifer settings, no matter which data phase (early- or late-time response) is utilized in the parameter estimation process; the AMP is able to estimate the hydrologic properties accurately, which in turn, provides a great flexibility to field practitioners while assessing aquifer parameters. (iii) For heterogeneous aquifer systems, the use of late time data was noticed to provide transmissivity values close to
the geometric mean of a normally distributed transmissivity field. (iv) AMP is still applicable even with the use of two observation points, which allows this method to be utilized in circumstances when there is lack of sufficient data. (v) And finally, the parameter estimation capability of the AMP is as high as those of the present alternative methods.

In the light of these findings, the AMP can be evaluated as a viable approach for the interpretation of the transient constant-head test results. In order to simplify and automatize the curve-matching process, the established methodology based on area matching has the potential to be extended to other aquifer types such as leaky or unconfined aquifers.
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