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ABSTRACT

Accurate and spatially distributed rainfall data are crucial for a realistic simulation of the hydrological processes in a watershed. However, limited availability of observed hydro-meteorological data often challenges the rainfall–runoff modelling efforts. The main goal of this study is to evaluate the Climate Forecast System Reanalysis (CFSR) and Water and Global Change (WATCH) rainfall by comparing them with gauge observations for different rainfall regimes in the Mara Basin (Kenya/Tanzania). Additionally, the skill of these rainfall datasets to simulate the observed streamflow is assessed using the Soil and Water Assessment Tool (SWAT). The daily CFSR and WATCH rainfall show a poor performance (up to 52% bias and less than 0.3 correlation) when compared with gauge rainfall at grid and basin scale, regardless of the rainfall regime. However, the correlations for both CFSR and WATCH substantially improve at monthly scale. The 95% prediction uncertainty (95PPU) of the simulated daily streamflow, as forced by CFSR and WATCH rainfall, bracketed more than 60% of the observed streamflows. We however note high uncertainty for the high flow regime. Yet, the monthly and annual aggregated CFSR and WATCH rainfall can be a useful surrogate for gauge rainfall data for hydrologic application in the study area.
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INTRODUCTION

Rainfall is one of the most important forcing inputs for hydrologic models (Obled et al. 1994) and hence reliable quality data are required for good results (Boughton 2006). However, for catchments located in developing countries, the weather records are often scarce, incomplete and of questionable quality (Schuol & Abbaspour 2007; Li et al. 2013; Fuka et al. 2014). One alternative data source for poorly gauged and/or ungauged basins is gridded global rainfall data. The advancement in global data assimilation systems, and hence the availability of global reanalysis data, could partly alleviate the forcing rainfall data requirement for watershed models. Reanalysis involves the assimilation of historical observations (over extended period) including in-situ and remote sensing measurements using a single consistent assimilation scheme throughout (Saha et al. 2010; Dee et al. 2011).

The accuracy of reanalysis rainfall has been evaluated in two ways: by directly comparing the data with gauge rainfall (Hwang et al. 2013; Li et al. 2014; Worqlul et al. 2014; Blacutt et al. 2015; Roth & Lemann 2016; Xu et al. 2016) and by their ability to reproduce observed streamflow using hydrologic models (Li et al. 2013; Dile & Srinivasan 2014; Srivastava et al. 2014; Seyyedi et al. 2015; Radcliffe & Mukundan 2016; Roth & Lemann 2016; Xu et al. 2016). Hwang et al. (2013) reported that raw downscaled reanalysis predictions (of the Florida State University Center for Ocean-Atmospheric Prediction Studies CLARReS10 data) accurately reproduced the seasonal trends of precipitation, but generally
overestimated the monthly mean and standard deviation of daily precipitation. Worqlul et al. (2014) also observed a good performance of daily Climate Forecast System Reanalysis (CFSR) rainfall with gauge observations and, on average, for 38 stations, 86% of the observed rainfall variation is explained by CFSR data in the Upper Blue Nile Basin (Ethiopia). Li et al. (2014) compared the Water and Global Change (WATCH) forcing rainfall against gauge rainfall across several regions in India with varying seasonalities. Their results showed underestimations of the WATCH rainfall but a fair general agreement. In contrast, Roth & Lemann (2016) noted a poor performance of daily CFSR rainfall for bimodal and unimodal rainfall climates in north-western Ethiopia. The divergent performances of the global rainfall products necessitate more research in several hydro-climatic regions to further explore their usability as a surrogate for observation in data-scarce regions.

Several studies have applied weather data from global reanalysis products to drive hydrological models at watershed and regional scale (El-Sadek et al. 2011; Wang et al. 2011; Li et al. 2013; Bastola & Misra 2014; Dile & Srinivasan 2014; Fuka et al. 2014; Seyyedi et al. 2015; Radcliffe & Mukundan 2016; Roth & Lemann 2016; Xu et al. 2016). A study by Srivastava et al. (2014) showed a poor performance of dynamically downscaled daily precipitation from ERA interim using the conceptual probability distribution model (PDM) in simulating the observed streamflow for the Brue catchment (UK). Similarly, Roth & Lemann (2016) reported unsatisfactory daily streamflow simulations skill of the Soil and Water Assessment Tool (SWAT) model forced by daily CFSR rainfall in the upper Blue Nile Basin (Ethiopia). In contrast, several studies reported a good skill of reanalysis rainfall in simulating streamflow (Wang et al. 2011; Dile & Srinivasan 2014; Fuka et al. 2014; Radcliffe & Mukundan 2016). Fuka et al. (2014) evaluated the use of CFSR rainfall for streamflow simulation using the SWAT for catchments with varying area, from 20 to 1,200 km². In their study they found that the SWAT model forced by CFSR rainfall showed a slightly better model performance as compared to a model forced by gauge rainfall. Li et al. (2013) simulated the water balance of 22 gauged basins in southern Africa using the water and snow balance modelling system (WASMOD-D) forced by WATCH rainfall and observed a good reproduction of the observed flow duration curves (FDCs) for the majority of the basins. Given the spread of the reported performances of global rainfall products for forcing hydrological models, it is imperative to further investigate the streamflow simulation skills.

Rainfall monitoring networks are declining in developing countries. According to the Kenyan meteorology department (KMD), the number of rainfall measuring stations declined from 2,000 (in year 1977) to 700 (at present) (KMD 2014). Despite all the evaluation studies of rainfall in the region, the knowledge about the skills and limitations of global rainfall products in the Mara Basin is still poor. Therefore, evaluating the performance of global rainfall products using available historical gauge observation is important in order to assess the usability of such products in the region. The main goal of this paper is to evaluate CFSR and WATCH rainfall: (i) by comparing reanalysis rainfall with gauge rainfall and (ii) by assessing their skill in simulating the observed flow at the catchment outlet. This will provide an insight into the quality of the rainfall products for hydrological applications in this data-scarce region.

MATERIALS AND METHODS

The study site

The Mara River Basin, a transboundary river basin shared by Kenya and Tanzania, is located between 1.29° and 0.37° S latitude, and between 33.97° and 35.86° E longitude (Figure 1). This river originates from the forested Mau Escarpment (about 3,000 m.a.s.l) and flows through agricultural and rangelands before entering the Masai-Mara Game Reserve in Kenya and the Seregenti National Park in Tanzania and finally joins Lake Victoria. Rainfall is highly variable in the basin with the highest and lowest mean annual rainfall being 1,750 mm yr⁻¹ (Mau region) and 600 mm yr⁻¹ (south-east part), respectively (WREM 2008). This is mainly due to its equatorial location and its range of land forms, including high mountains, expansive plains and a large inland lake. The rainfall pattern in most parts of the basin is bi-modal, with a short rainy season (October–December) driven by convergence and southward migration of the intertropical convergence zone (ITCZ) and long rainy
season (March–May) driven by south-easterly trade winds. The mean annual temperature is approximately 25.5°C and, in general, the temperature increases southwards.

Data availability

Observed gauge rainfall data (1977–1990) for several stations (shown in Figure 1) were acquired from the Kenyan and Tanzanian Meteorological Agency. The rainfall time series has, on average, 15% gaps and thus the gaps were filled using available same day measurements from a nearby gauge. The lack of complete data will affect the calibration results; however, the quality is sufficient for evaluation purposes. A total of ten gauge stations were used in the study.

The WATCH forcing dataset has been produced under the European Water and Global Change project (http://www.eu-watch.org). The data are derived from the ERA-40 reanalysis product via sequential interpolation to half-degree resolution, based on monthly observations of the Climate Research Unit (CRU) and GPCC. The data period spans from 1950 to 2001 (Weedon et al. 2011). The WATCH grids in and around the study area from 1977 to 1990 were used in this study.

The CFSR dataset of the National Centers for Environmental Prediction in the USA (NCEP) has been developed as part of the Climate Forecast System project (Saha et al. 2010). The CFSR has a global horizontal resolution of c. 38 km. The SWAT team in Texas A&M University provides precipitation, minimum and maximum temperature, humidity, wind speed and solar radiation data (Global-weather 2013). Therefore, CFSR grids falling in and around the Mara Basin from 1979 to 1990 were used in this study. There are about 16 and 10 grids falling in and around the basin for CFSR and WATCH, respectively.

The streamflow data for the Mara River at Mines were obtained for 1980–1990. However, these data have a great deal of discontinuity and hence only periods with a relatively better completeness, i.e., 1980–1982 and 1988–1990, were used.

The development of the SWAT model and calibration scheme

The Mara River Basin was delineated using a high resolution (30 m) digital elevation model (DEM) (NASA 2014) in ArcSWAT2012. The basin was subdivided into 57 sub-basins to
spatially differentiate areas of the basin dominated by different land use and/or soil with dissimilar impact on hydrology. Each sub-basin was further discretized into several HRUs, which represent unique combinations of soil, land use and slope classes. The land cover classes for the basin were obtained from the FAO-Africover project (www.africover.org). Generally speaking, the dominant portion of the basin is covered by natural vegetation including savanna grassland and shrubland. We extracted the soil classes for the basin from the Harmonized Global Soil Database (FAO/IIASA/ISRIC/ISSCAS/JRC 2009). A soil properties database for the Mara River Basin was established using the soil water characteristics tool (SPAW, http://hydrolab.arsusda.gov/soilwater).

We developed three SWAT models that differ only with regard to the forcing rainfall (such as gauge, CFSR and WATCH). To each sub-basin, a rainfall time series was assigned based on the proximity to the centroid of the sub-basins. To derive the reference evapotranspiration (ET\(_r\)) we used the Hargreaves method, based on measured maximum and minimum temperatures at four locations.

We calibrated the models from 1980 to 1982 excluding three years of warm-up period using the sequential uncertainty fitting (SUFI-2) algorithm (Abbaspour et al. 2004). The model results were validated for the 1988 to 1990 period. We used 14 SWAT parameters to calibrate the models by comparing observed daily streamflow for the Mara River at Mara Mines. The Kling–Gupta efficiency (KGE), that measures the linear correlation, the bias and the variability of stream flow (Gupta et al. 2009) was used as objective function to calibrate the SWAT models. The SUFI-2 algorithm (Abbaspour et al. 2004, 2015) maps all uncertainties (parameter, model structure and input, among others) on the parameters. In an iterative process, the model tries to capture most of the measured data within the 95% prediction uncertainty (95PPU). The 95PPU is calculated at the 2.5% and 97.5% levels of the cumulative distribution of an output variable obtained through Latin hypercube sampling.

**Evaluation approach**

**Direct evaluation**

The WATCH and CFSR rainfall are compared with gauge observations representing mono-modal and bi-modal rainfall regimes (1980–1990). This means rainfall estimates from WATCH and CFSR – with 50 km and 38 km grids size, respectively – are compared with the closest point gauge observations. It is acknowledged here that the spatial mismatch and therefore the rainfall datasets are compared at basin level to reduce the spatial representative effect. In SWAT, each sub-basin is assigned one gauge/grid depending on proximity to the centroid of the sub-basin. Thus, the basin areal rainfall is area weighted aggregate of sub-basins’ rainfall.

To quantify and illustrate the degree of agreement, we use the Taylor diagram (Taylor 2001), which provides a way of graphically summarizing how closely a pattern (or a set of patterns) matches observations using their correlation, their centred root-mean-square difference and their standard deviations.

**Indirect evaluation**

The reliability of WATCH and CFSR rainfall for forcing hydrological models can be evaluated indirectly using skills in predicting the observed streamflow. This approach, in fact, measures the total error on the simulated streamflow stemming from the forcing rainfall and the hydrologic model. Several hydrologic modelling studies, in general, agree on the fact that multiple parameter combinations can result in equally acceptable streamflow (Beven 2006). To account for this issue, we use multiple statistical measures: the p-factor, r-factor and the KGE. The p-factor is the fraction of measured data (plus its error) bracketed by the 95% prediction uncertainty (95PPU) band and varies from 0 to 1, where 1 indicates 100% bracketing of the measured data within model prediction uncertainty (i.e., a perfect model simulation considering the uncertainty). SUFI-2 includes a measured discharge uncertainty of 10% in the analysis of the p-factor (Abbaspour et al. 2004, 2015). The r-factor, on the other hand, is the ratio of the average width of the 95PPU band and the standard deviation of the measured streamflow. The desirable value for r-factor is less than 1.5 (Abbaspour et al. 2004). It is assumed reliable rainfall estimates results in low prediction uncertainty.
RESULTS AND DISCUSSION

The assessment of CFSR and WATCH rainfall

Figures 2 and 3 illustrate the performance of CFSR and WATCH rainfall for grid scale – mono-modal and bi-modal rainfall regimes – and for basin scale using Taylor diagrams. The reference point – the circle mark on the x-axis – represents a perfect fit between global rainfall data and gauge rainfall. The position of each rainfall dataset is determined by the values of r, the centred RMSE and the normalized standard deviation. The daily CFSR and WATCH rainfall correlates poorly (i.e., less than 0.3 correlation) with gauge rainfall (Figure 2) for both rainfall regimes, albeit with slight improvements for basin scale comparison. The daily CFSR rainfall has an average bias of –14.9% and the bias WATCH rainfall is about –10.5% for mono-modal rainfall regimes. The CFSR rainfall exhibits substantial bias (about 52%) compared to gauge rainfall for bi-modal rainfall regime, while we note minimal bias (~2.8%) for WATCH rainfall. At basin scale, the daily CFSR and WATCH rainfall have low biases (i.e., less than 1.1%).

Figure 2 | The Taylor diagrams of daily CFSR and WATCH rainfall against gauge observations for 1980–1990.

Figure 3 | The Taylor diagrams of monthly CFSR and WATCH rainfall against gauge observations for 1980–1990.
Unlike the poor performances of CFSR and WATCH rainfall at a daily scale, the monthly aggregated rainfall from these global products show a good agreement with the monthly gauge rainfall (Figure 3). The monthly WATCH rainfall shows a correlation of 0.81 and 0.94 and with gauge observations for the mono-modal and bimodal rainfall regimes, respectively. The performances of monthly CFSR rainfall are also improved, but not as good as WATCH rainfall. The WATCH rainfall consistently outperforms the CFSR rainfall at basin and at grid scale, albeit coarse scale. The good performance of the monthly WATCH rainfall is partly ascribed to the adjustments using CRU and GPCC rainfall (Weedon et al. 2011).

Figure 4 presents the comparison of mean monthly rainfall for gauge, CFSR and WATCH rainfall (1980–1990). The WATCH rainfall shows a fair agreement with average bias of 5% compared to gauge rainfall at basin scale and we note a general match both in magnitude and seasonal pattern. The CFSR rainfall shows high average biases – up to 5.5 mm d\(^{-1}\) during wet months – for the bi-modal rainfall regime, but a fair performance for the mono-modal regime. Nevertheless, both rainfall products show a fair agreement with gauge rainfall at a basin level.

**Performance of the SWAT model driven by CFSR, WATCH and gauge rainfall**

Table 1 summarizes the performance of the SWAT models forced by daily gauge, CFSR and WATCH rainfall in reproducing the daily observed streamflow for the calibration and validation periods. With the exception of CFSR rainfall, the SWAT models forced by WATCH and gauge rainfall exhibit good skills in reproducing the observed streamflow with KGE of 0.75 and 0.81, respectively, during the calibration period. During the validation period, the performance of CFSR rainfall improves considerably while WATCH and gauge rainfall shows slight changes. The improved performance of CFSR rainfall during the validation period is attributed to the underestimation of rainfall (6%) during this period compared to gauge rainfall and thus reduced the overestimation tendency of the model for peak streamflow. This is noted with the comparable standard deviation of CFSR (0.72 mm d\(^{-1}\)) and observation (0.79 mm d\(^{-1}\)).

Figures 5 and 6 present the observed streamflow time series along with the 95PPU for the calibration and validation periods, respectively. It is clear from the illustration that a substantial part of the observed streamflow is captured in the 95PPU; however, the uncertainty band is high for peak flows. The SWAT models forced by WATCH and gauge rainfall are able to capture, respectively, 81% and 75% of the observed streamflow within the 95PPU, for the calibration period. These data sources also show similar performances during the validation period. The CFSR rainfall is able to capture less observed streamflow within the 95PPU as compared to the gauge and WATCH rainfall, for both calibration and validation periods. Despite a generally good p-factor for gauge, WATCH and CFSR rainfall, we note a high r-factor during the calibration period. The r-factor improves to some extent during the validation period.
period, particularly for CFSR and yet all the models’ r-factors indicate a somewhat wide 95PPU band. Abbaspour et al. (2015) recommends a p-factor value larger than 0.7 and an r-factor smaller than 1.5 for a satisfactory model performance. Based on these criteria, the three SWAT models performed satisfactorily, yet we visually note a high uncertainty for the high flows. For instance, we note high uncertainties for the flows simulated with the CFSR rainfall during the rainy season of 1981. Similarly, high uncertainties are observed when using the WATCH rainfall during the validation period. The errors noted in WATCH and CFSR rainfall are propagated and amplified by the non-linear processes in the SWAT model. As discussed in the section ‘The assessment of CFSR and WATCH rainfall’.

Table 1 | Performance summary for streamflow simulation skills

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p-factor</td>
<td>r-factor</td>
</tr>
<tr>
<td>Observation</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Gauge</td>
<td>0.84</td>
<td>1.54</td>
</tr>
<tr>
<td>CFSR</td>
<td>0.68</td>
<td>1.35</td>
</tr>
<tr>
<td>WATCH</td>
<td>0.75</td>
<td>1.24</td>
</tr>
</tbody>
</table>

In mm d⁻¹; KGE and STD denote Kling and Gupta efficiency and standard deviation, respectively.

p- and r-factors quantify the percentage of observed streamflow bracketed in the 95% prediction uncertainty (95PPU) along with the average band width, respectively.

Figure 5 | The illustration of the 95% prediction uncertainty (95PPU) along with the measured streamflow at Mara Mines for the calibration period (1980–1982). Note that the y-axis is in log scale.
the daily CFSR and WATCH rainfall are poorly correlated with gauge observations. Errors in the temporal variability of rainfall are more influential than errors in mean precipitation in causing errors in mean streamflow (Hwang et al. 2013). In conclusion, the CFSR and WATCH rainfall have strong limitations for simulating daily streamflow, particularly for flooding periods. This is in agreement with Xu et al. (2016), who demonstrated the limited skill of WATCH rainfall to simulate flood discharge in Xiangjiang River basin (China). They also noted the poor performance of reanalysis datasets at short temporal resolution. Seyyedi et al. (2015) found strong biases in flood simulation using GLDAS rainfall in the USA.

**Evaluation of simulated streamflow consistency**

To have a further insight into the prediction ability of the global rainfall data for long-term analysis, we reran the calibrated SWAT model for the period 1980–1990. Figure 7 presents the FDCs derived from SWAT simulated daily streamflow using gauge, CFSR and WATCH rainfall. Overall, the simulated streamflow reveals a similar flow regime pattern, whereby the flashiness of the Mara Basin is captured well. The daily simulated streamflow using gauge, CFSR and WATCH as input that is exceeded and/or equalled 50% of the time is about 0.14, 0.18 and 0.14 mm d⁻¹, respectively. Also, as shown in Table 1, the mean and standard deviation of the simulated daily streamflow using the different rainfall data are comparable with those of the observed streamflow during the calibration and validation periods. This indicates that reanalysis rainfall data can be used for understanding the streamflow regime using aggregated indices.

The simulated monthly streamflow (1980–1990) based on the different rainfall data is compared in Figure 8. It is apparent that for a monthly temporal resolution, the CFSR and WATCH rainfall data lead to flows that are comparable to those simulated with the gauge rainfall, albeit that the WATCH-based streamflows show an overestimation from
1988 to 1990. This is attributed to the relatively higher rainfall (on average 110 mm month$^{-1}$) compared to the average 85.5 mm month$^{-1}$ rainfall during 1980–1987. The good match on monthly simulated streamflow variability can also be observed in Figure 9. The SWAT model forced by the WATCH rainfall better reproduced the streamflow pattern simulated by SWAT using gauge rainfall. However, the streamflow in April and May are overestimated by more than 100%.

The water budget analysis

A synthesis of the water budget components is crucial for having an overview on how the input rainfall is partitioned in a river basin. Figure 10 shows the average of the major water budget components in the study area, as simulated by the calibrated SWAT models using gauge, CFSR and WATCH forcing. The mean annual input rainfall to the SWAT models varies from 1,084 mm yr$^{-1}$ (CFSR) to 1,106 mm yr$^{-1}$ (WATCH). Depending on the input rainfall, the simulated actual evapotranspiration (ET) and total water yield (WYLD) differs over the study area. The SWAT simulated mean annual ET ranges between 83% (WATCH) and 89% (gauge) of the input rainfall, whereas the total water yield (WYLD) ranges between 13% (gauge) to 17% (WATCH) of the input rainfall. These results are in agreement with the modelling results of Dessu & Melesse (2012) for the study area.

The effect of input rainfall on the parameter sensitivity

The sensitivity rank of each SWAT model parameter is analysed using SUFI-2 global sensitivity analysis algorithm to highlight the effect of input rainfall on the sensitivity of the model parameters. Table 2 presents the most sensitive SWAT parameters (not all the parameters used in the calibration) using gauge, CFSR and WATCH rainfall as an input. The SCS curve number (CN2), that primarily controls the surface runoff generation, and the soil evaporation compensation factor (ESCO) are the most sensitive parameters, irrespective of the input rainfall. However, the sensitivity rank of the remaining SWAT parameters varies depending on the driving rainfall data. This indicates the importance of input rainfall selection from varying data sources while parameterizing watershed processes. However, we note

Figure 7 | Comparison of simulated flow duration curves (FDC) using gauge, CFSR and WATCH rainfall for the Mara River at Mines (1980–1990). Note that the y-axis is in log scale.

Figure 8 | The simulated monthly streamflows for the Mara River (1980–1990).
here the need for caution when interpreting evaluation results since parameter values can compensate for the quality of input rainfall and use of multi-parameter simulation is important, as suggested in Bastola & Misra (2014).

**CONCLUSIONS**

In this study two globally available rainfall data – the CFSR and the WATCH data – are evaluated by direct comparisons with gauge observations and with regard to their capability for simulating streamflow in the Mara Basin.

For the comparison with the rainfall gauge data, we distinguished stations with a mono-modal and stations with a bi-modal rainfall regime. The daily CFSR and WATCH rainfall data show poor performances at grid and basin spatial scales when compared with gauge observations, regardless of the rainfall regime pattern. However, their performance improved substantially at a monthly temporal resolution, whereby we noted a correlation of up to 0.76 (CFSR) and up to 0.95 (WATCH). Despite its coarser areal resolution, the WATCH rainfall generally outperforms the CFSR rainfall.

The SWAT models for the River Mara were built and calibrated using daily CFSR, WATCH and gauge rainfall data. The 95% prediction uncertainty (95PPU) of the streamflows simulated using the CFSR and WATCH rainfall bracketed more than 60% of the observed daily streamflow.

However, considering the high uncertainty range on the streamflows – particularly for the high flows – their utility for daily streamflow hydrograph simulation is strongly limited, and that is consistent with the poor performance of daily WATCH and CFSR rainfall. On the other hand, it has been shown that CFSR and WATCH rainfall could be a useful surrogate for observations in order to investigate the aggregated streamflow behaviour, e.g., using FDCs or...
to simulate the monthly streamflow which provides crucial information for water resources management and planning.

The SWAT simulated mean annual ET ranges between 83% (WATCH) and 89% (gauge) of the input rainfall, whereas the total water yield (WYLD) ranges 15% (gauge) to 17% (WATCH) of the input rainfall. Despite the slight differences in absolute magnitudes, the partitioning of the rainfall by the different SWAT models is comparable, showing that CFSR and WATCH rainfall-driven models can be used for the analysis of the annual water balance in the study area.

We recommend future studies to bias-correct the WATCH and CFSR rainfall using gauge observations to improve the daily rainfall variability and hence improve daily streamflow simulation skills.
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