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ABSTRACT

In order to use the best suited snow models to investigate snow conditions at ungauged sites and for a changed climate, we have tested four snow models for 17 catchments in Norway. The Crocus and SeNorge models are gridded whereas the Distance Distribution Dynamics (DDD) model with its two versions, DDD_CX and DDD_EB, is catchment based. Crocus and DDD_EB use energy balance for estimating snowmelt and SeNorge and DDD_CX use temperature-index methods. SeNorge has calibrated the temperature-index against observed snowmelt, whereas DDD_CX has calibrated the temperature-index against runoff. The models use gridded temperature and precipitation at 1 h resolution for the period 2013-2016. Crocus needs additional forcing from a numerical weather prediction model, whereas DDD_EB calculates the energy-balance elements by using proxy models forced by temperature and precipitation. The threshold temperature for solid and liquid precipitation is common for all the models and equal to 0.5 °C. No corrections of precipitation or temperature are allowed. The snow simulations are validated against observed snow water equivalent (SWE) and against satellite derived snow covered area (SCA). SeNorge and DDD_EB perform best with respect to both SWE and SCA suggesting model structures suited for describing snow conditions at ungauged sites and for a changed climate.
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INTRODUCTION

The seasonal snow cover has a significant impact on nature and human society. In Norway, where 30% of the annual precipitation falls as snow (Saloranta 2012), snow and snowfall affect hydropower planning and production, flood forecasting, transport and traffic, biological systems and tourism. The general public, the hydropower industry and public authorities are increasingly in need of more detailed information (in time and space) on snow states and the forecasting of these. Often, the information is needed for sites where measurements do not exist or are sparse. In addition, the need for information of snow conditions in a changing climate may test empirical snow model structures beyond the regime for which they were designed (i.e. calibrated).

Broadly, we can distinguish between two types of operational snow models: (1) empirical and usually calibrated models which are parsimonious both with respect to structural complexity, parameters and forcing (i.e. temperature) and (2) physically based models. A typical example of a calibrated empirical model is the temperature-index (‘degree-day’) model for snowmelt (Omhuru 2001), where snowmelt...
is a linear function of the difference between air temperature and a (often calibrated) temperature threshold under which there is no snowmelt. Applied in hydrological models, the temperature-index factor is often calibrated against runoff, and may hence account for many other processes in addition to that of snowmelt. In general, if parameters in the snow models are not calibrated against snow, the snow simulations may compensate for errors in model structure, meteorological and runoff data. A consequence of using heavily calibrated hydrological models is that the snow in hydrological models and the snow in nature might be two different things. The value of the snow measurements hence decreases since the collected snow data cannot be used for updating and their representativeness is highly uncertain. Calibration is, of course, a challenge when the task at hand is to predict for ungauged basins and for a changed climate since no data are available. However, if the calibrated relationships represent simple, well known physical processes, do not suffer from equifinality issues and sufficient data is available to establish the relations, such procedures may still be useful.

The physically based models typically solve the surface energy balance in order to estimate snowmelt and other snow states. Given sufficient input data such as short- and longwave radiation, wind, humidity, precipitation and surface and air temperature, physically based models (for example Crocus; Brun et al. 1992) are in little need of calibration, but one is on the other hand faced with the difficulty of providing such data for every site of interest.

Information of snow conditions at ungauged sites and for a changing climate hence call for models that: (1) are efficient, i.e. run for areas of catchment/sub-catchment size on an operationally useful temporal scale; (2) are parsimonious with respect to forcing data, i.e. only need precipitation and temperature; and (3) have model parameters that are identifiable, are physically meaningful and constant in time and for different climates.

Through the last decades, many snow model inter-comparison projects have been conducted (Slater et al. 2001; Strasser et al. 2002; Etchevers et al. 2004; Rutter et al. 2009; Essery et al. 2013). These projects compare models for different purposes, such as land surface schemes in numerical weather prediction models, or models for hydrology or avalanche forecasting. The models compared are of different complexity and common conclusions are: (1) that there is no ‘best’ model (Rutter et al. 2009; Essery et al. 2013) and (2) that model complexity does not necessarily translate into better performance (Strasser et al. 2002; Essery et al. 2013). The comparisons have been carried out for one site (Slater et al. 2001; Strasser et al. 2002; Essery et al. 2013), or several sites (Etchevers et al. 2004; Rutter et al. 2009) where snow information is abundant.

In the literature, we find examples of snow models focused exclusively on the dynamics of snow covered area (SCA) (Mir et al. 2015; Pardo-Iguzquiza et al. 2017) or on snow water equivalent (SWE) (Sexstone & Fassnacht 2014; Collados-Lara et al. 2017). The present study is novel in that it does the comparison and validation for a number of catchments for areal values of SCA and for several measurements, located at different elevations of SWE. We believe this to be an important contribution since operational hydrology needs good estimates of snow over areas of some extent spanning different elevations and landscape types (i.e. catchments with both forests and alpine areas). In addition, such a comparison takes into account the effect of the upscaling of model parameters. Upscaling may limit the usefulness of complex, data-demanding models which may prove superior at well instrumented points, but whose performance with regionalized parameters over a catchment is less known (Kirchner 2006).

In this study, we will compare the accumulation and melting of snow from four different snow models, DDD_CX (Skaugen & Weltzien 2016), DDD_EB (Skaugen & Saloranta 2015), SeNorge (Saloranta 2012, 2014), and Crocus (Brun et al. 1992; Vionnet et al. 2011). SeNorge and Crocus are dedicated snow models and DDD_CX and DDD_EB represent snow modules implemented in a hydrological model (the Distance Distribution Dynamics (DDD) model) (Skaugen & Onof 2014; Skaugen & Mengistu 2016). These models hence represent different operational needs, but they share a common goal, namely to simulate snow and snow conditions as realistically as possible. In the suite of models we find both gridded- and catchment-based models. The models further include melt algorithms which are empirical and calibrated, and more physically based. The models hence address to various degrees the prerequisites of the future snow model listed above. Since no models are calibrated either to the SCA or SWE...
observations, the model comparison will inform on which model structures are best suited for operational snow modelling under a changed climate and for predictions in ungauged basins.

The snow models

The four models in the comparison differ in the algorithms for snowmelt. Common features of the models are, however, that redistribution by wind and interaction with vegetation are not taken into account. These processes are clearly important in a country like Norway, which is characterized by large areas of forests and mountains where wind is important for altering the snow distribution over many scales (Melvold & Skaugen 2013; Skaugen & Weltzien 2016), but are believed to be more dominant on spatial scales smaller than that which is used here (>1 km²).

The DDD_CX and DDD_EB models

The DDD model is a conceptual rainfall-runoff model used by the Norwegian flood forecasting since 2013. DDD is developed with the aim of keeping the number of calibrated parameters to a minimum. The subsurface and runoff dynamics do not use parameters estimated through calibration against runoff, but are estimated using Geographical Information Systems (GIS) and recession analysis. The model keeps track of the moisture input for each elevation zone. The spatial distribution of snow is parameterized from observed spatial variability of precipitation, accumulation and melt of snow is carried out independently for snow (1,000 m a.s.l.) run by the Norwegian Water Resources and Energy Directorate (NVE) (see Figure 1 below). This model is denoted DDD_CX. Melt algorithm (2) is described in some detail since it includes new sub-algorithms and is an energy-balance approach which is forced entirely by precipitation and temperature:

\[
M = \frac{(SW + L_a - L_t + H + LE + G + R - CC)}{(\lambda_F \rho_w)} \tag{2}
\]

where \(M\) is the change in the snowpack’s water equivalent (m), \(SW\) (kjm⁻²) is the net incident solar (short wave) radiation, \(L_a\) (kjm⁻²) is the atmospheric long wave radiation, \(L_t\) (kjm⁻²) is the terrestrial long wave radiation, \(H\) (kjm⁻²) is the sensible heat exchange, \(LE\) (kjm⁻²) is the energy flux associated with the latent heats of vaporization and condensation at the surface, \(G\) (kjm⁻²) is ground heat conduction to the bottom of the snowpack, \(R\) (kjm⁻²) is heat added by precipitation, \(CC\) (kjm⁻³) is the change of snowpack heat storage, \(\lambda_F\) is the latent heat of fusion (\(\lambda_F = 335\ \text{kJkg}^{-1}\)) and \(\rho_w\) (1000 kgm⁻³) is the density of water. The energy balance elements are computed using information of location and Julian day (for short wave radiation) and from using algorithms found in the substantial literature on energy-balance proxy models (e.g. Walter et al. 2005; Tarboton & Luce 1996, etc.). The collection of proxy models for energy balance elements is largely described in Skaugen & Saloranta (2015), Tvedalen (2015), however, pointed out several weaknesses in Skaugen & Saloranta (2015), especially concerning the estimation of atmospheric long wave radiation (\(L_a\)) or its emissivity, \(\varepsilon_a\), cloud cover, \(Cl\) and relative humidity, \(Rh\). These algorithms have been revised and calibrated against observed data at the Filefjell research station for snow (1,000 m a.s.l.) run by the Norwegian Water Resources and Energy Directorate (NVE) (see Figure 1 below). This model is denoted DDD_EB.

The new algorithms which differs from those described in Skaugen & Saloranta (2015) are: atmospheric emissivity,

\[
\varepsilon_a = (1.0 + 0.0025\times Ta) \times (0.75 + 0.25 Cl) \tag{3}
\]

When compared with observed data of atmospheric longwave radiation, \(L_a = \varepsilon_a \sigma (T_a(K - 273.4))^4\), where \(\sigma\) is the Stefan-Boltzman constant, \(\sigma = 5.67 \times 10^{-11}\) (kjm⁻²K⁴s⁻¹), Equation (3) has half the root mean square error (RMSE) to that of the previously used expression of emissivity from Unsworth & Monteith (1975).
Cl is related to precipitation rate P (mm/Δt), in the following manner:

If $P > 1$, $Cl = 1.0$,

If $0 < P \leq 1$, $Cl = U(0.7, 1)$

If $P = 0$, $Cl = U(0.1, 0.7)$

where $U(min, max)$ is a random number drawn from the uniform distribution with parameters min and max parameters as indicated in Equation (4).

$Rh$ is modelled similarly to Herrero & Polo (2012):

If $Cl \geq 0.7$, $Rh = \frac{(Cl + 1.667)}{2.667}$

If $0.6 < Cl \leq 0.7$, $Rh = 0.8349$

If $Cl < 0.6$, $Rh = \frac{(Cl + 1.267)}{2.667}$

with wind speed $u$, and air pressure $P_a$, are constants in $\text{DDD}_EB$ having values $u = 2.5 \text{ (m s}^{-1})$ and $P_a = 101.1 \text{ (HPa)}$.

The SeNorge snow model

The SeNorge snow model uses gridded observations of precipitation and temperature as input and provides a $1 \times 1 \text{ km}$ grid of snow conditions for all of Norway. The model consists of two sub-models, the SWE sub-model for snowpack water balance, and the snow compaction and density sub-model for converting SWE to snow depth. The model handles separately the ice and water fractions of the total SWE and keeps track of the accumulation and melting of snow. The snowpack can retain liquid water from snowmelt and rain up to a fraction of its ice content, while the excess goes to runoff. The melt rate is modelled with the extended temperature-index algorithm (Hock 2005), and is a function of air temperature and solar radiation:

$$M = b_0 T_a + c_0 S^*,$$

where $b_0$ and $c_0$ are estimated using multiple regression analysis against observed melt rates from the network of snow pillows operated by NVE and $S^*$ is the potential extra-terrestrial solar radiation on a horizontal normalized by the maximum value at the latitude $60^\circ$N (for more details, see Saloranta 2014). The average grid cell snowmelt is further adjusted by the simulated fraction of SCA within each grid cell. The SCA algorithm assumes that snow is distributed according to a uniform distribution. The two parameters defining this distribution (minimum, maximum) are derived from the highest SWE reached so far in the snow season and a variation parameter $F$. Default values for $F$ are set to 0.25 and 0.5 below and above the treeline, respectively (expert judgement).

The Crocus snow model

Crocus is a detailed snowpack model originally developed for avalanche forecasting. Crocus simulates the energy exchange within the snowpack and at its boundaries, the absorption of solar radiation with snow depth, the phase changes between solid and liquid water, water flow through...
the snowpack, mass exchanges due to snow melt and metamorphism of snow. Snow albedo depend on the wavelength of incoming radiation and the type size and age of the snow surface (Strasser et al. 2002). Crocus uses up to 50 layers in order to simulate the internal processes and physical properties of snow and is clearly the most complex model in the ensemble. In this study, Crocus is run regionally on a 0.01° (approximately 1 km) grid within the SURFEX (Surface Externalised) interface (Masson et al. 2015). Once the snowpack reaches a threshold of 1 kg m⁻² SWE within a gridpoint in Crocus, the fractional snow cover fraction is assumed to be 1. In practice this means that a grid cell is either completely covered with snow or snow free.

**Model forcing and validation data**

All the models are forced with 1 hourly gridded temperature and precipitation data, provided by MET Norway for the period of 1st September 2013–31st July 2016. The dataset is based on observations from the climate database of the Norwegian Meteorological Institute (eKlima 2017). For gridded precipitation and temperature, a modified Optimal Interpolation scheme is applied (Lussana et al. 2018). The number of observations varies in time and there are regions in Norway, typically at high elevations where the density of meteorological stations is low, which leads to an under-estimation for these areas. Lussana et al. (2018) provide uncertainty assessments for the 24 h product to be ±20–50%, for precipitation, depending on intensity, and +0.8–2.4 °C for temperature. In Norway the number of precipitation stations measuring at a 1 hourly interval is much lower than for 24 hours. Hence, the interpolated 1 hourly precipitation grid is corrected such that, for each grid value, the hourly values summed over 24 hours matches the 24 hourly value.

From optical MODIS (Moderate Resolution Imaging Spectroradiometer) satellite scenes, a time series of SCA has been retrieved for elevation bands for the study catchments. Each 500 × 500 meter grid cell is assigned a SCA value between 0 and 100% snow coverage using a method based on the Norwegian linear reflectance to snow cover (NLR) algorithm (Solberg et al. 2006). The input to the NLR algorithm is the normalized difference snow index (NDSI) signal (Salomonson & Appel 2004). Each catchment has 10 elevation zones of equal area. In total 691 satellite scenes over the period 2014–2015 are used which give us 7,601 data points (i.e. catchment mean and 10 elevation zones). Only scenes with less than 10% cloud cover are used.

SWE data are collected routinely at the peak of the accumulation season and sometimes also at mid-winter by hydropower companies. The usual procedure is to measure snow depth every 10–20 meters at a snow course of length 1–2 km, at a certain elevation, and snow density at 2 or 3 representative points (e.g. where snow depth is close to the average). For this study we use the average SWE value measured in the actual, or in a nearby catchment. 193 such averaged SWE values, collected during the period 2014–2016 are used in this study.

The hydrological models are calibrated against hourly discharge data provided by the HYDRAII database of NVE. The measured water stage is transformed to runoff using estimated stage-runoff relationships. Many of the catchments have problems of ice clogging the cross-section where the water stage is measured during winter. The observed daily runoff is corrected manually if suspicious values due to ice clogging appear. The hourly values are then corrected automatically so that hourly values summed over 24 hours match the corrected 24-hour value. This production chain produces uncertainty at every step, so that winter runoff at mountainous catchments in Norway must be treated with caution. In addition to precipitation and temperature, the Crocus model needs additional forcing data (relative humidity, incoming short wave and long wave radiation, wind speed and wind direction). Forcing for these variables were derived from the numerical weather prediction model AROME MetCoOp (AROME) used operationally by MET Norway (Luijting et al. 2017).

**Study area**

The model comparison is carried out for catchments located in central- and mid-Norway. 17 catchments are evaluated for the models ability to simulate SCA, whereas a subset of 10 catchments are evaluated for SWE. The gridded models, SeNorge and Crocus, simulate regionally or nationally for areas which include these catchments, whereas DDD_EB and DDD_CX simulate for the catchments and their
Set up of model comparison

All models use a threshold temperature of $T_x = 0.5^\circ C$ to separate between solid and liquid precipitation. When applicable (for SeNorge and DDD\_CX), the threshold temperature for snowmelt is set equal to $T_x = 0$. All models use the hourly gridded observations of precipitation and temperature as input data. SeNorge aggregated the 1 hourly data to 3 hourly data. This, because SeNorge is an operational tool providing gridded snow information for all of Norway and it is not set up to run on a 1 hourly time interval since such a fine temporal resolution does not, at the moment, meet any operational needs.

During the calibration of the hydrological model DDD\_CX, there was no possibility to adjust precipitation and temperature in order to improve calibration results or to better close the water balance. In using such a set-up for comparison, we believe that we can focus the comparison on the snow algorithms of the different models and better diagnose the results. In addition, such a set-up mimics the situation faced when we need to estimate the snow conditions at ungauged sites and for a changed climate where only scenarios of meteorological forcing is at hand.

With imperfect input, such as underestimated precipitation, we expect the models to underestimate SWE and possibly also SCA. For DDD\_CX this is hazardous since through calibration, all model parameters will be optimized in order to try to make up for the deficiency provided by the underestimation of precipitation. The number of parameters to be calibrated against runoff for DDD\_CX is six. Table 2 show the calibration parameters of DDD\_CX in addition to parameters common to all the models and we note that two of the calibration parameters are associated with snow, $Pr^o$ and $Cx$, but through the calibration process these parameters may have attained values not necessarily associated with snow processes.

DDD\_CX was calibrated using the Particle Swarm Optimization and Dimensioned Search (PPSO) method (https://www.rforge.net/ppso/) for the period 1st September 2014–31st December 2015. As can be seen from Table 2, DDD\_EB uses model parameters calibrated with DDD\_CX, except, for the parameter $Cx$ which obviously does not apply when using the energy-balance approach for snowmelt.

RESULTS

Simulating runoff

Table 3 shows the result for the calibration of DDD\_CX and comparison with DDD\_EB. Crocus and SeNorge are
dedicated snow models and are therefore not validated against runoff. We can note from the mean values of the statistics that the two models give very similar results with the Kling-Gupta efficiency criterion (KGE; Kling et al. 2012) and bias. The estimate of bias, the ratio between simulated and observed runoff shows that, with a few exceptions, the meteorological grids seem to underestimate precipitation with, on average, nearly 20%. This finding corresponds with those of Lussana et al. (2012) as reported above. The skill scores are, in general, not very high, although 5(6) out of the 17 catchments have KGE values over 0.8 for DDD_CX (DDD_EB). Several reasons for this can be put forward and lack of ability to correct the precipitation input to close the water balance together with high uncertainty in the runoff data are the two most prominent candidates.

### Simulating SWE

Ten of the catchments (marked with an asterisk in the tables and with blue colour in Figure 1) have SWE measurements within or close to the catchments. Of the catchments with snow measurements, all catchments underestimate the runoff and some to a quite serious degree, with the exception of catchment 122.9. This is the case especially for catchments 133.7 and 75.23, which also have very low KGE. Figure 2 shows the mean absolute error (MAE):

\[
MAE = \frac{\sum |SWE_s - SWE_o|}{n},
\]

where \(SWE_s\) and \(SWE_o\) are simulated and observed SWE, respectively, and \(n\) is the number of observations. In Figure 2, MAE of simulated SWE by the different models is organized by elevation (m a.s.l.) (Figure 2(a)) and by catchment (Figure 2(b)). We note from Figure 2(a) that the error clearly increases with elevation. This is partly reflected in Figure 2(b) where we find the highest errors for catchments with high mean elevation and also high mean annual maximum SWE (see Table 1). The exception is catchment 2.268 which is located at high elevation but have relatively small

### Table 2

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Parameter function</th>
<th>Value, range and mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro(%)(^a,b)</td>
<td>Max liquid water content in snow (fraction of SWE)</td>
<td>1–15 (6)</td>
</tr>
<tr>
<td>CX (mm/°C, Δt)(^a)</td>
<td>Temperature index for snow melt</td>
<td>0.1–0.44 (0.22)</td>
</tr>
<tr>
<td>CGlac (mm/°C, Δt)(^a,b)</td>
<td>Temperature index for ice melt</td>
<td>0.27–0.56 (0.44)(^a)</td>
</tr>
<tr>
<td>Cea (mm/°C, Δt)(^a,b)</td>
<td>Temperature index for evapotranspiration</td>
<td>0.001–0.011 (0.007)</td>
</tr>
<tr>
<td>Rv (m/s)(^a,b)</td>
<td>Celerity for water transport in river</td>
<td>0.3–3.59 (1.89)</td>
</tr>
<tr>
<td>Gtcel (%)(^a,b)</td>
<td>Saturation threshold for overland flow</td>
<td>86–99 (96)</td>
</tr>
<tr>
<td>(T_s) (°C)(^a,b,c,d)</td>
<td>Temperature threshold for solid and liquid precipitation</td>
<td>0.5</td>
</tr>
<tr>
<td>(T_s) (°C)(^a,k)</td>
<td>Temperature threshold for snow melt</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Notes: The range and mean (in brackets) are based upon 17 catchments, except for the temperature index for glacier melt, CGlac. Only three catchments have a glacier fraction above 5% and the range and mean (marked with *%) are based upon these catchments.

\(^a\)DDD_CX, \(^b\)DDD_EB, \(^c\)SeNorge and \(^d\)Crocus model uses the parameter.

### Table 3

<table>
<thead>
<tr>
<th>Catchment</th>
<th>KGE_CX</th>
<th>KGE_EB</th>
<th>Bias_CX</th>
<th>Bias_EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.268*</td>
<td>0.825</td>
<td>0.86</td>
<td>0.968</td>
<td>0.694</td>
</tr>
<tr>
<td>121.171</td>
<td>0.685</td>
<td>0.77</td>
<td>0.97</td>
<td>1</td>
</tr>
<tr>
<td>481.3*</td>
<td>0.822</td>
<td>0.825</td>
<td>0.92</td>
<td>0.882</td>
</tr>
<tr>
<td>481.3*</td>
<td>0.768</td>
<td>0.758</td>
<td>0.798</td>
<td>0.795</td>
</tr>
<tr>
<td>50.13*</td>
<td>0.825</td>
<td>0.801</td>
<td>0.842</td>
<td>0.852</td>
</tr>
<tr>
<td>62.5</td>
<td>0.795</td>
<td>0.817</td>
<td>0.899</td>
<td>0.905</td>
</tr>
<tr>
<td>752.3*</td>
<td>0.564</td>
<td>0.523</td>
<td>0.593</td>
<td>0.614</td>
</tr>
<tr>
<td>773.6*</td>
<td>0.664</td>
<td>0.692</td>
<td>0.865</td>
<td>0.781</td>
</tr>
<tr>
<td>793</td>
<td>0.599</td>
<td>0.595</td>
<td>0.684</td>
<td>0.677</td>
</tr>
<tr>
<td>852</td>
<td>0.614</td>
<td>0.641</td>
<td>0.783</td>
<td>0.742</td>
</tr>
<tr>
<td>884</td>
<td>0.906</td>
<td>0.824</td>
<td>0.987</td>
<td>0.857</td>
</tr>
<tr>
<td>1099</td>
<td>0.822</td>
<td>0.647</td>
<td>1.086</td>
<td>1.219</td>
</tr>
<tr>
<td>1128*</td>
<td>0.733</td>
<td>0.66</td>
<td>0.801</td>
<td>0.804</td>
</tr>
<tr>
<td>1221.1*</td>
<td>0.586</td>
<td>0.76</td>
<td>0.794</td>
<td>0.838</td>
</tr>
<tr>
<td>1221.9*</td>
<td>0.618</td>
<td>0.821</td>
<td>0.988</td>
<td>1.004</td>
</tr>
<tr>
<td>1233.1</td>
<td>0.524</td>
<td>0.494</td>
<td>0.573</td>
<td>0.588</td>
</tr>
<tr>
<td>133.7*</td>
<td>0.572</td>
<td>0.45</td>
<td>0.702</td>
<td>0.693</td>
</tr>
<tr>
<td>Mean</td>
<td>0.701</td>
<td>0.702</td>
<td>0.838</td>
<td>0.820</td>
</tr>
</tbody>
</table>

*Catchments marked with an asterisk have measurements of SWE within or close to the catchment. Bias is measured as the ratio between mean simulated runoff and mean observed runoff.
errors by all models. However, the mean annual maximum SWE for 2.268 is only 50% to that of, for example 48.1 and 48.5, so one would expect smaller errors.

The pattern shown in Figure 2 is repeated for the RMSE of simulated SWE (not shown).

\[
RMSE = \left( \frac{\sum (SWE_s - SWE_o)^2}{n} \right)^{0.5}
\]  

(8)

Figure 3 shows simulated and observed SWE for two elevation zones for the catchment 48.5. From Tables 1 and 3 we see that the catchment 48.5 is characterized by high mean elevation (1,231 m a.s.l.), high average annual maximum SWE (2,123 mm) and an underestimation of runoff by approximately 20%. The elevation zones represents elevations of 1,174–1,231 m a.s.l. (Figure 3(a)) and 1,232–1,278 m a.s.l. (Figure 3(b)). In general we see that simulated SWE is less than the observed SWE and is consistent with the reported underestimation of the precipitation grid. It must be noted that the observation is based upon one single snow course and must be considered to be an uncertain estimate of SWE in that elevation zone. SeNorge is closer to the observed SWE than the other models. The other models are quite similar, although Crocus underestimates the most. Figure 4 shows simulated and observed SWE for two elevation zones for the catchment 122.9. The elevation zones represent elevations of 734–811 m a.s.l. (Figure 4(a)) and 812–877 m a.s.l. (Figure 4(b)). Catchment 122.9 has a mean elevation of 734 m a.s.l., average annual maximum SWE of 790 mm and a very small bias in the hydrological simulations. We observe that the simulated and observed SWE are comparable for most years. Crocus, DDD_EB and SeNorge are quite similar, whereas DDD_CX underestimates SWE for these elevation zones and for the catchments in general (see Figure 2(b)).

**Simulating SCA**

From the 691 scenes of satellite derived SCA, we could abstract between 25 (133.7) up to 53 (48.5) values of
SCA for each catchment and their elevation zones for the two snow seasons 2013/14 and 2014/15. Figure 5 shows the MAE for SCA organized by elevation and by catchment. We can see that the errors in estimating SCA are not sensitive to elevation. What is striking is the clear difference in performance between Crocus and DDD_CX on the one hand and SeNorge and DDD_EB on the other hand. The two latter models have very similar performance with MAE quite close to zero and low RMSE (figure not shown). Figures 6 and 7 show simulated and observed catchment values of SCA for the two catchments 48.5 and 122.9. From Figure 6 (catchment 48.5) we see that both DDD_EB and SeNorge simulates the catchment SCA very well. DDD_CX underestimates the SCA in 2014 but has a similar performance to DDD_EB in 2015. For both years Crocus has a too steep decline in SCA and starts the melting too early. This latter feature is common for all the models except DDD_EB. From Figure 7 (catchment 122.9) we see that the observed SCA has a more varied behaviour during the snow season which is not captured very well by the models. DDD_EB is overestimating SCA, whereas SeNorge, Crocus and DDD_CX underestimate SCA in the melting period of 2014. All models capture the timing of melt-out reasonably well.

Summary of results

Table 4 shows the overall results of validating the models against SWE and SCA. For both validations the SeNorge and DDD_EB emerge as the best models. We see for example that on average, the error of SeNorge for SWE is 31% less than that of DDD_CX.
DISCUSSION

The aim of this study is to learn what principles in snow modelling model are best suited for operational snow modelling under a changed climate and for predictions in ungauged basins. When validating the models against observed SWE and SCA, SeNorge and DDD_EB, quite convincingly stand out as best suited, and especially so for the validation against observed SCA. These two models represent the most commonly used snow melt algorithms; the temperature index (although extended with a radiation term) and the energy balance approach (i.e. Equations (6) and (2)). The inferior models, DDD_CX and Crocus also use these snow melt algorithms, so, clearly, the choice of empirical/physically based approach has not been the key issue for differences in results, but more on how these methods are applied. We have set rather strict rules for the model comparison set-up, with the intention of isolating the workings of the models’ snow algorithms. In addition, such a set-up is intended to be as close to situations of predicting for ungauged basins and for effects of climate change as possible.

Crocus is quite demanding in respect of forcing variables. In this study, these forcing variables are abstracted from AROME. One could argue that using the interpolated meteorological grids of observed precipitation and temperature instead of the physically consistent precipitation and temperature from AROME would provide better results. However, in a recent study by Luijting et al. (2017), simulated snow depths were compared against observed and it was quite clearly shown that using Crocus with the interpolated meteorological grids performed much better than with only using forcing from AROME. In this study, Crocus was originally intended to be the benchmark model, the role Crocus

Figure 4 | (a) Simulated and (b) observed SWE for two elevation zones for catchment 122.9.
Figure 5 | MAE for estimated SCA organized by (a) elevation and by (b) catchment.

Figure 6 | Catchment values of simulated and observed SCA for catchment 48.5 (120.5 km²) for 2014 and 2015.
has had in many model comparison studies (Strasser et al. 2002; Essery et al. 2013). However, this study differs from previous ones in that we have run Crocus regionally and conducted the validation on spatially averaged values from elevation zones of catchments and entire catchments, and not at points as has been customary. The spatial distribution of snow over an area has been the focus of several investigations and is seen as crucial for the dynamics of snowmelt, the evolution of SCA and for properly accounting for the energy fluxes in land-surface schemes (Essery & Pomeroy 2004; Helbig et al. 2013). Crocus, being a point model, does not aim especially at representing a realistic spatial distribution of snow, which is in contrast to the other models.

It may be instructive to look at the behaviour of the models in more detail in order to better understand why a well-established model such as Crocus shows deficiencies in simulating at a regional scale. Figure 8 shows accumulated melt rate for the catchment 122.9 for the winter 2013/14 (Figure 8(a)) and the winter 2014/15 (Figure 8(b)).

We see from Figure 8 that Crocus tends to start melting early for both years, and has finished melting earlier than all other models. In order to further investigate the models’ discrepancies we have, in Figures 9 and 10, plotted net radiation and albedo as simulated by Crocus and DDD_EB (DDD_CX and SeNorge do not simulate such elements being temperature-index based models). Figure 9 shows that the general pattern of net radiation for DDD_EB and Crocus is quite similar except that the net radiation of Crocus increases much earlier than DDD_EB. This can be explained by the differences in albedo shown

### Table 4  Summary of results

<table>
<thead>
<tr>
<th>Model</th>
<th>SWE</th>
<th>SCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (mm)</td>
<td>RMSE (mm)</td>
</tr>
<tr>
<td>SeNorge</td>
<td>–260.0 (69%)</td>
<td>328.1 (80%)</td>
</tr>
<tr>
<td>DDD_EB</td>
<td>–302.2 (80%)</td>
<td>364.2 (89%)</td>
</tr>
<tr>
<td>Crocus</td>
<td>–343.8 (91%)</td>
<td>389.3 (95%)</td>
</tr>
<tr>
<td>DDD_CX</td>
<td>–378.9 (100%)</td>
<td>409.6 (100%)</td>
</tr>
</tbody>
</table>

Notes: The MAE and RMSE values are averaged over all observations and catchments. The number in brackets represent the percentage of error compared to the worst performing model (DDD_CX).
Figure 8 | Accumulated melt rate (mm h$^{-1}$) for catchment 122.9 for the winters (a) 2013/14 and (b) 2014/15. Horizontal lines at the end of the season indicate melt-out.

Figure 9 | Net-radiation for elevation zone 10 (1,018–1,326 m a.s.l.) for the winters 2013/14 and 2014/15 for catchment 122.9 as simulated by Crocus and DDD_EB.
in Figure 10 and suggests that the difference in net radiation is caused by increased SW radiation of Crocus. The loss in albedo of Crocus is consistent with the higher fraction of snow-free areas found early in the season for the Crocus simulations. We also note that, in general, the albedo of Crocus is lower than that of DDD_EB which suggests increased melting. At this point, we do not find any obvious reasons as to why the melt starts so early for Crocus and it is beyond the scope of this study to investigate and perhaps trace errors to the AROME input. This study represents a first attempt at regional simulations by Crocus in Norway, and further investigations will have to address questions such as the need for a more detailed land-surface description and the scaling up of model parameters. Figure 10 also shows that the albedo of DDD_EB displays some strange temporal fluctuations. The albedo seems to fluctuate mainly between 0.8–0.87. DDD_EB uses the albedo algorithms of the Utah Energy balance Snow Accumulation and Melt Model (Tarboton & Luce 1996), and clearly the implementation needs adjustment. The most probable cause is associated with the illumination angle of radiation. The effects of the errors, however, are not large enough to seriously affect the results of SWE and SCA simulations.

The results of DDD_CX present a very convincing case of the problems encountered in calibrating a parameter (CX) as a member of a set of parameters that simultaneously are to be calibrated against a variable (i.e. runoff). The relationship between parameter and variable may vary over time and, in addition, non-physical combinations of parameters may work together to produce good results for the variable. The result can be that we may have sensible, reliable results as well as results where, for example, the simulation of snow variables have been sacrificed in order to provide good results for runoff. In Figures 2 and 5 we see that DDD_CX quite often show the poorest performance for simulating SWE and SCA, and the summary of results in Table 4 points at DDD_CX as the inferior model for simulating both SWE and SCA. Figure 4 shows how SWE is consistently underestimated by DDD_CX compared to the other models and to observations, whereas in Figure 3, the DDD_CX simulations do not differ much from the other models. The process parameterization itself (temperature-index) appears to be quite capable of providing good results for the simulation of snowmelt (see also the results of the SeNorge model), but the procedure of calibrating the temperature-index (as part of a parameter set) against runoff.
instead of against snow observations is hazardous and cannot be recommended. It is a paradox that such a calibration set-up has been the usual practice in operational hydrology in the Nordic countries for decades, although a wealth of snow measurements exists which could be used for calibration of the temperature-index directly.

DDD_EB shows surprisingly robust results across the 17 (10) catchments for SCA and SWE, when we take into consideration that only precipitation and temperature is used to force the energy balance calculations. The catchments represent a variety of climatic regimes of Norway from relatively dry inland catchments (2.268 and 12. 171), moist lowland catchments (122.9, 133.7) and to alpine and moist (located on the west coast) catchments. It is promising, with respect to the overall aim of providing model structures useful for predicting in ungauged basins and for a changed climate, that the proxy models used to calculate the energy balance seem to work well for such different areas. We can also note, from Table 3 that there is no significant difference in skill for simulating runoff between DDD_CX and DDD_EB, indicating that the introduction of the proxy models for energy balance calculations, and the associated loss of one calibration parameter (CX), did not deteriorate the runoff predictions of the DDD model.

The SeNorge model shows the best performance of all the models. The fact that it is run at a 3-hourly resolution instead of 1-hourly as the other models, may account for the results being less sensitive to high variability in the meteorological input (precipitation and temperature) but the validation against data for which it has not been calibrated shows that the model is able to capture the essential snow characteristics at different regions and in different climates in Norway. The results of SeNorge also demonstrate that simple empirical relations such as the extended temperature-index method work well and can be used regionally if calibrated against relevant data (snow melt measurements).

**Summarizing model limitations**

The Crocus model is primarily an alpine model and needs additional forcing data for simulating snow. In this study, Crocus simulates regionally over many different landscape types and the additional forcing, provided by the numerical weather prediction model AROME, may not be of sufficient quality to give us the full potential of the Crocus model. The temperature-index approach in the DDD_CX model represents a very common approach of simulating snowmelt in operational hydrological models. It has been clearly demonstrated in this study that calibrating the temperature index factor for snowmelt against runoff is not optimal for simulating the coverage and dynamics of SWE. The proxy models for estimating the energy balance in DDD_EB have shown quite acceptable results although the approach is coarse, i.e. neglecting spatial variability in topography and landscape types and temporal variability in wind speed and air pressure. There might be dependencies between the choice of the constants in the in the model and the chosen temporal resolution (1 h) that have to be investigated. The SeNorge model applies the extended temperature-index method which includes a radiation term. The snow melt algorithm is calibrated against observed snow melt rates which is both reasonable and gives good results. In addition, the models discriminate between areas below and above the tree-line. The temperature-index factor is dependent on the chosen temporal resolutions and needs, in principle, recalibration for other resolutions. There is a potential for improving the model by applying a more realistic spatial distribution of snow.

**CONCLUSIONS**

The overarching aim of this study is to provide suggestions for snow model structures suited for predicting snow conditions at ungauged sites and under a changed climate. Common to the results of several other such model comparisons we find that well-established empirical parameterizations give as good (and poor) results as more physically based relationships (Essery et al. 2013). Some quite clear conclusions can, however, be drawn from this exercise.

Empirical relationships, such as the temperature index method, work well, also regionally if the temperature index is calibrated against the variable it is supposed to represent, namely the melting of snow as a function of temperature. The SeNorge model has shown itself to be the best model when validated against SWE and SCA. The temperature-index based method calibrated against runoff
(DDD_CX), had the poorest results when validated against SWE and SCA.

Proxy modelling of the energy balance to simulate snowmelt (DDD_EB) works surprisingly well, and almost as good as SeNorge when validated against SWE and SCA. It is especially promising with respect to predictions in ungauged basins that no extra tuning was performed for the different catchments. The only difference in parameters from one catchment to the next (besides those calibrated with DDD_CX) was that the location of the centre of the catchment was provided so that the SW calculations could be performed.

Both SeNorge and DDD_EB show promise as candidates for model structures suited for simulating snow for ungauged basins and for a changed climate. The model parameters in the snow module of DDD_EB need no calibration, and the consistently good results of SeNorge over all the catchment indicate that the calibration of the extended temperature index melt model is physically meaningful and thereby possibly independent of climate. Running Crocus regionally, probably need some scheme for realistic representation of the spatial distribution of SWE. The temperature-index method for snowmelt calibrated against runoff, cannot be recommended.
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