Spontaneous default mode network phase-locking moderates performance perceptions under stereotype threat
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INTRODUCTION

Situational reminders of negative stereotypes can cue a threat that one might inadvertently confirm that stereotype about one’s group. Ironically, these experiences of stereotype threat can impair performance on cognitively challenging tasks and lead to more negative appraisals of one’s ability, resulting in confirmatory evidence for the same negative group stereotype one hopes to disconfirm (Steele and Aronson, 1995; Schmader et al., 2008). Past research suggests that stereotype threat induces greater monitoring of the self and one’s behavior (Forbes et al., 2008; Schmader, 2010; Forbes and Leitner, 2014), but also that individual differences in one’s ability to self-monitor buffer people from threat-induced performance impairments (Inzlicht et al., 2006). This study investigated whether neural correlates of self-oriented processing, measured as baseline neural synchrony within the default mode network (DMN), was associated with stigmatized minorities’ performance perceptions in a stereotype threatening context. As the DMN is implicated in self-related cognition broadly defined, individuals who show baseline differences in synchronous activation in the DMN might either be more sensitive to or better able to cope with self-relevant threats. Results provide evidence for a novel biological marker for individual differences in stereotype threat vulnerability.

Negative affect and self-oriented processing in stereotype threatening contexts

Stereotype threat is a psychological and physiological stressor that undermines performance and biases attention towards stereotype confirming evidence (Schmader et al., 2008; Forbes and Leitner, 2014). Results from past studies using social neuroscience methodologies suggest stereotype threat elicits physiological threat responses in the stigmatized. For example, situations of stereotype threat lead to increased activation in the amygdala, orbital gyrus, rostral–ventral anterior cingulate (VACC), insula and ventrolateral prefrontal cortex (VLPFC) among other regions (Wraga et al., 2007; Krendl et al., 2008; Mangels et al., 2012; Raji et al., 2014).

Each of these regions is thought to play some role in the detection, evaluation and regulation of response to threatening stimuli. For instance, orbital gyrus is found to be active during the evaluation of emotionally evocative or threatening stimuli, including angry or fearful faces (Blair et al., 1999; Blascovich et al., 2007). VACC activation has been associated with the detection of social threats and the processing of negative self-referential stimuli (Bush et al., 2000; Yoshimura et al., 2009); decreased VACC activity has been linked to reduction in social pain perception (Onoda et al., 2009). Conversely, extant research implicates lateral PFC, both ventral and dorsolateral aspects (or inferior, middle and superior frontal gyrus, respectively), as integral for emotion regulation, including findings indicating a central role for VLPFC in both the generation and regulation of emotional processes (Wager et al., 2008).

This past literature suggests that the activation of these regions is important in detecting, evaluating, and eliciting an appropriate response to self-relevant and emotionally relevant stimuli. Thus, the activation of these regions under stereotype threat is consistent with the self-threatening nature of the phenomenon. Other physiological research also points to the self-relevant and emotionally threatening nature of stereotype threat. For example, stereotype threat has been shown to elicit increases in sympathetic activation (Osborn, 2006, 2007), blood pressure (Blascovich et al., 2001) and a cardiovascular profile of threat reactivity (Vick et al., 2008). Subjectively, stereotype threat can evoke a more negative evaluation of one’s performance including increased levels of explicit anxiety (Spencer et al., 1999), feelings of self-doubt (Steele and Aronson, 1995), dejection (Keller and Dauenheimer, 2003), heightened negative expectations (Stangor et al., 1998) and task-related worries (Cadinu et al., 2005; Beilock et al., 2007).
In this research, we were particularly interested in these negative subjective appraisals of performance under stereotype threat. If stereotype threat promotes greater vigilance to performance errors and a more negative interpretation of performance as reviewed above, then even in circumstances where performance is not actually impaired, one’s subjective appraisal and memory of performance might still be negatively biased. In fact, a meta-analysis of gender differences in math performance suggests a much larger gender gap in self-perceived math ability than in actual standardized math scores (Else-Quest, 2006). Performance suggests a much larger gender gap in self-perceived math performance, suggesting a much larger gender gap in self-perceived math ability than in actual standardized math scores (Else-Quest et al., 2010). Yet researchers are only beginning to investigate the processes that might underlie variation in how people process performance information under stereotype threat. Some past research suggests that in stereotype threatening contexts, error feedback (but not correct feedback) receives privileged access to working memory resources and is better encoded (Forbes and Leitner, 2014; Forbes et al., submitted), which could lead stigmatized students to overestimate errors and experience greater feelings of self-doubt. Such evidence suggests that negative performance appraisals under stereotype threat could result from a failure to accurately monitor performance and/or engage efficacious self-enhancement tactics.

Yet, research also reveals a great deal of variation within stigmatized groups in susceptibility to experiencing stereotype threat (Shapiro and Neuberg, 2007). Of relevance here is evidence that variation in self-related processing might play a role in mitigating one’s experience of stereotype threat. Specifically, those who are more adept at managing self-presentation or regulating self-critical thoughts and feelings might be better equipped to cope with stereotype threatening situations. Indeed, past research indicates that people high in self-monitoring (i.e. those who are inclined to adjust their behavior to meet others’ expectations or social norms) are less susceptible to stereotype threat effects; possibly because self-monitoring affords individuals greater self-regulatory resources and better coping skills in social evaluative situations (Miller et al., 1991; Seeley and Gardner, 2003; Inzlicht et al., 2006). Stigmatized individuals are also less susceptible to stereotype threat effects to the extent they take a promotion (i.e. seeking success) compared to prevention (i.e. avoiding failure) oriented self-regulatory focus (Higgins, 1998; Seibt and Forster, 2004), appraise a performance situation as a challenge (Alter et al., 2010), or have a tendency to reappraise negative, self-oriented emotions when sympathetic arousal levels are high (Schmader et al., 2009).

In sum, past research suggests that individual differences in self-regulation abilities can buffer individuals from stereotype threat, but all of this work focuses on self-report measures of individual differences. Our question was whether there are also individual differences in connectivity between neural networks implicated in self-oriented processes that moderate the effect of stereotype threat on performance perceptions. This question has never been addressed in prior studies. Thus, extending on prior work that has identified neural regions involved in more emotion and cognitive oriented processes (e.g. VACC and VLPC) that are activated in stereotype threatening contexts, our goal was to identify baseline patterns of spontaneous neural synchronization between regions implicated in self-oriented processing that might be associated with individuals’ susceptibility to stereotype threat.

Self-oriented processing and the default mode network
Regulating self-appraisals with respect to past experiences and anticipation of future outcomes is critical to coping with situational self-oriented threats. The extant literature has now identified a core network of neural regions integral for self-related processes referred to as the DMN. The DMN is a neural network composed of multiple brain regions, including the precuneus/posterior cingulate cortex (P/PCC), the medial prefrontal cortex (MPFC) and medial, lateral and inferior parietal cortex (Raichle et al., 2001; Buckner et al., 2008). Typically, regions in the DMN exhibit collective increases in neural activity when individuals are focusing their attention internally (Buckner et al., 2008), retrieving episodic memories (Greicius and Menon, 2004), adopting a first person perspective (Vogele et al., 2004) and making distinctions between self and other (Northoff et al., 2006; for a review see Cannon and Baldwin, 2012; Knyazev, 2013). Within the DMN, the precuneus and posterior cingulate have been implicated in many psychological processes but appear to play key roles in episodic memory encoding and retrieval (Cavanna and Trimble, 2006; Huijbers et al., 2012). Similarly, the lateral parietal cortex (LPC) appears integral for both autobiographical and self-semantic processes, and MPFC is largely regarded as a hub for self-oriented processing (Amadio and Frith, 2006).

Of relevance to stereotype threat, research on regions within the DMN clearly points to its role in self-oriented processing, particularly with respect to MPFC. Among other things, the MPFC plays an integral role in the maintenance of self-knowledge, self-perception, autobiographical memory retrieval, attributional processes and self-evaluation (Ochsner et al., 2005; Amadio and Frith, 2006; Forbes and Grafman, 2010). More recent findings suggest the MPFC plays a role in maintaining a general positivity bias in self-evaluations (Kwan et al., 2007; Barrios et al., 2008). Kwan and colleagues found that in a sham transcranial magnetic stimulation (TMS) manipulation, participants exaggerated their self-evaluations of positive traits compared with traits associated with a close friend. However, after applying TMS to the MPFC no such positivity bias existed between the self and close friend ratings. More recently, Leitner et al. (2014) found that people who chronically self-enhanced exhibited decreased MPFC power in response to self-threatening information (social rejection feedback from peers) and, in turn, estimated that they were accepted more by peers than was actually the case. These results suggest that MPFC might play an important role in positively biasing self-evaluations, but whether baseline variations in MPFC activation or synchronization within the DMN are also linked to greater self-enhancing biases in general (much less under stereotype threat) is an important question unaddressed in the literature to our knowledge.

Given its role in autobiographical memory retrieval, the MPFC might facilitate self-monitoring and more accurate self-assessments as well. Theories on DMN function have posited that activation within DMN regions aids in a default mode of self-evaluation that provides broad and accurate updates of the self (Gusnard et al., 2001). Specifically, Gusnard and colleagues (2001) propose that elevated resting activity in the MPFC aids in resting state self-evaluation by analyzing self-related strengths and weaknesses identified through experience to forge more accurate global assessments of the self. Given this, greater activity in DMN regions (and MPFC specifically) at baseline may provide individuals with a means to cope with situational self-threats by either accurately retrieving past experiences associated with success or via self-enhancing and recalling past behavioral outcomes as better than they were in actuality. While clearly it is important to identify the specific contributions of different DMN regions to self-oriented processes, a true understanding of the role the DMN plays in self-oriented processes likely requires knowledge of how these regions communicate with one another at rest or when cognitively engaged. DMN connectivity can be indexed via functional magnetic resonance imaging (fMRI) or electroencephalographic (EEG) methodologies (Buckner et al., 2008; Knyazev, 2013). In fMRI studies, DMN integrity is assessed by measuring the extent to which DMN regions’ hemodynamic responses (i.e. blood oxygen level-dependent or BOLD responses) covary with one another while individuals sit quietly in the scanner or during performance. In EEG

"Downloaded from https://academic.oup.com/scan/article-abstract/10/7/994/1739146 by guest on 10 March 2019"
studies, DMN activity can be assessed via event related potentials (ERPs; during performance) and oscillatory activity (either spontaneous or evoked). As oscillations are critical in the integration of brain functions (Nunez, 2000; Buzsaki, 2006; Knyazev, 2007), examining neural oscillations at rest and during performance can elucidate the role of the DMN in self-oriented processing. Via time–frequency analyses, both the extent to which collections of neurons are active at specific points in time (i.e. power) and fire in synchrony with other regions (i.e. phase-locking and phase coherence; Roach and Mathalon, 2008) can be used to index DMN connectivity.

Regarding oscillatory activity in the DMN, slower frequencies, e.g. theta (4–8 Hz) and alpha (8–12 Hz), appear particularly relevant for DMN integrity. Whereas, theta oscillations have been associated with long distance neural interactions and thus may reflect communication between DMN regions, alpha oscillations have been linked to inter-neuron and thalamic activity and self-oriented processing at rest (Buzsaki, 2006; Knyazev, 2013). For instance, Knyazev et al. (2011) found that enhanced alpha power in DMN-like components predicted spontaneous self-referential thoughts during a social game task. Using sLORETA to identify DMN regions, Cannon and Baldwin (2012) found that spontaneous (i.e. not evoked or induced) DMN current source density levels within frequency bands delta to beta (0.5–30 Hz) were associated with participants’ thoughts recorded during a resting period, which were largely self-regulatory (e.g. “I need to focus and sit still”). Similarly, combined fMRI-EEG studies have found evidence for increased phase-locking within the alpha band that coincided with increased activity in DMN regions (Jann et al., 2009; Sadaghiani et al., 2010, 2012).

Thus while a role for alpha and theta oscillatory activity within DMN regions has been established, it remains unclear what role communication between these regions (i.e. phase locking) plays in DMN processing, or how individual differences in phase-locking between DMN regions at slower frequencies are associated with the regulation of self-appraisals, anticipation of future outcomes or buffering the self from self-threatening information. For instance, do individual differences in DMN connectivity suggest a greater sensitivity to potentially threatening self-relevant information or a greater ability to cope with potential threats to the self? On the one hand, greater DMN activity has been linked to an enhanced ability to envision the detail and emotional content of future events (Addis et al., 2007) and depressed individuals are relatively worse at down-regulating their heightened DMN activation in response to negative stimuli (Sheline et al., 2009). Such evidence pertaining to DMN activation (i.e. increased neural activity within DMN regions) might suggest that greater phase-locking in the DMN (i.e. increased communication between DMN regions) during a baseline period would predict more negative self-evaluations among minority students exposed to a manipulation of stereotype threat.

However, as this past research mostly pertains to the activation of regions that are part of the DMN, rather than connectivity between those regions, individual differences in phase-locking between regions might index greater communication within a neural network (Buzsaki, 2006) and thus may provide better insight into its role in self-relevant coping. For example, consistent with findings on the relationship between the MPFC and self-evaluation, an emerging hypothesis is that greater DMN connectivity corresponds to increased regulation of self-oriented processes, allowing individuals to evaluate their current state with respect to the past, future and the minds of others (Spreng and Grady, 2010). This broader appraisal of self-relevant events might be more akin to reappraisal and self-affirmation processes known to down-regulate stereotype threat (Martens et al., 2006; Johns et al., 2008; Schmader et al., 2009). Given that self-oriented processing and self-regulation are integral for buffering individuals from stereotype threat, and self-oriented processes are largely instantiated by regions in the DMN, individual differences in DMN connectivity could be an important moderator of stereotype threat effects on subjective performance appraisals. How? Possibly via providing a means for stigmatized individuals to self-enhance and/or more accurately monitor their performance in the face of stereotype threat-based self-threats. Thus, we hypothesized that greater DMN phase-locking at rest would predict less negative performance perceptions for minorities under stereotype threat compared with whites, who in similar contexts, theoretically should not experience the context as self-threatening. Such findings would not only inform our understanding of the role of the DMN in stereotype threat, it would also inform our understanding of how spontaneous phase-locking between DMN regions is associated with self-oriented processing in general.

METHODS

Participants

Participants were 42 whites and 49 racial minority (38 Latino, 11 African American) male and female undergraduate students who received course credit. This sample included only individuals who were right-handed, permanent US residents, and had no disabilities that would impair task performance. Due to incompatibilities between some EEG data files and the software used for time–frequency analyses, it was necessary to exclude 16 minorities and 17 white participants from EEG analyses. This left a final sample of 33 minorities (22 Female) and 25 white (11 Female) participants.

Procedure and materials

Participants were prepped for EEG recording by a white male experimenter. Before participants learned of study purposes, baseline EEG measurements were obtained. This consisted of participants sitting quietly with their feet resting on the ground and their arms on arm rests. Participants were asked to keep their eyes open, blinking normally, or closed for 60 seconds at a time for 5 min. EEG measures obtained during this initial baseline period were analyzed (described below) to index individual differences in connectivity within the DMN.

After the baseline period, participants were then informed they would complete a task that was ostensibly highly predictive of one’s natural intelligence, and that more intelligent people learn the relationships more quickly. To make race salient (and thus further prime stereotype threat for minority participants), participants were asked to mark their race on a demographic questionnaire after hearing this study description (e.g. Steele and Aronson, 1995). Following these instructions, participants completed a probabilistic learning task designed to elicit comparable levels of wrong and correct feedback (Frank et al., 2004). Notably, this task is not actually diagnostic of intelligence, and all participants were debriefed at the end of the session on the true purpose of the study.

Probabilistic learning task

We elected to use a probabilistic learning task as the central task in the study because while it is a meaningful measure of implicit learning, participants are largely unable to develop meta-awareness of their actual performance on the task. Also, as a measure of implicit learning, performance on this task does not rely on working memory resources known to be impaired by stereotype threat (Schmader et al., 2008). Thus, such a task makes it unlikely that minority students would underperform on the task compared with their white peers, while maximizing the degree to which subjective assessments of performance could be biased by the threatening frame of the task.

The probabilistic learning task we used (Frank et al., 2004) consisted of a learning phase and a testing phase. In the learning phase, pairs of
Hiragana characters were presented in random order and participants were asked to choose one of the two stimuli. The characters were three different stimulus pairs heretofore referred to as A and B, C and D and E and F. Feedback followed the choice to indicate whether it was correct or incorrect. The valence of the feedback was determined probabilistically. Selecting A provided visual positive feedback in 80% of AB trials, whereas a B choice led to negative feedback in these trials (and vice versa for the remaining 20% of trials). Choosing character C evoked positive feedback in 70% of CD trials, while E was correct in 60% of EF trials. The use of Hiragana characters coupled with the probabilistic feedback associated with each character provides a format that makes it difficult for participants to consciously learn the relationship between multiple characters. Individuals do, however, tend to implicitly learn the relationships via the basal ganglia and variation in dopaminergic output (Frank et al., 2004).

Participants were given six blocks of 60 trials each to learn the relationships between the pairs. Learning was deemed to have occurred if participants learned to choose A more than 65% of the time, C more than 60% of the time, and E more than 50% of the time (Frank et al., 2004). If they reached this criterion for learning before the sixth block, they advanced to a testing phase which was not relevant to the purposes of this study. Instead, our primary outcome variables were participants’ subjective reports of their performance included in a final questionnaire.

**EEG recording and time-frequency analyses**

EEG was recorded from 32 tin electrodes embedded within a stretch-lycra cap. A Cz reference and a ground lead located anterior to Fz on the mid-line of participants’ scalps were implemented. All impedances were below 10 kΩ prior to recording EEG activity, which was filtered online from 0.05 to 200 Hz, amplified by a factor of 500 with Synamps digital amplifiers, and sampled at 1000 Hz.

Off-line analyses were conducted with brain electromagnetic source analysis (BESA) 5.3 software (MEGIS Software GmbH, Grafelfing, Germany). EEG data was transformed to the average reference for all analyses. EEG signals from eyes open blocks were divided into 365 epochs consisting of 1250 ms. For the learning task, EEG signals were epoched and stimulus locked to correct and wrong feedback from 500 ms pre-feedback to 1000 ms post-feedback. Epochs containing artifacts (amplitude >120 μV, gradients >75 μV, low signal <0.01) were rejected using BESA’s artifact scanning tool. Epochs were baseline corrected by subtracting the average value of EEG 100 ms pre-trial onset (or pre-feedback with respect to the learning task) from the entire epoch. All participants had at least 180 epochs from measurements taken at rest and 20 wrong and correct feedback epochs from the learning task.

**Source localization and time-frequency analyses**

Source localization and source-based time-frequency analyses were performed in BESA. To avoid distortion of source localization and time-frequency measures, EEG activity for these measures were only high-pass filtered at 0.30 Hz (24 dB/octave). Because connectivity within DMN sources has been shown to increase in eyes open resting conditions (Yan et al., 2009; Chen et al., 2012), source localization analyses were conducted on grand average waveforms for the eyes open condition during rest. Source models were fitted within the 400–800 ms interval of epochs to capture time periods least likely to be distorted by filtering artifacts.

The source model was constructed based on talaraich coordinates of DMN regions outlined in previous research (Fox et al., 2005; Mennes et al., 2010; Figure 1). To account for residual eye movement activities, two additional sources were fitted in the left and right eye and two sources were fitted in the left and right occipital regions. Regional sources (composed of three different orientations to better model current density in a given region) were then placed in brain space and fitted in the left lateral parietal cortex (LLPC; Talairach coordinates: x = −45, y = −64, z = 35), PCC/precuneus (PCC/P: x = −4, y = −46, z = 37) and MPFC (x = −1, y = 42, z = −4). This model accounted for 96.4% of the variance in the EEG signal. To best account for individual variability inherent in participants’ brain anatomy, the orientations of the regional sources were uniquely oriented for each participant with respect to their average wave forms.

**Time-frequency analyses**

The source waveforms were transformed into time-frequency space to calculate the instantaneous envelope amplitude and phase of each source as a function of frequency and latency. This was achieved via complex demodulation (Papp and Ktonas, 1976) as implemented in BESA 5.3. Frequencies of interest were sampled between 4 and 50 Hz in steps of 2 Hz and in sampling steps of 25 ms latencies within the 1500 ms time frames. Consistent with Sauseng and Klimesch (2008), we operationalized frequency bands as followed: theta = 4–8 Hz, alpha = 8–12 Hz.

Phase-locking values were extracted by calculating a correlation of two normalized spectral density functions (i.e. amplitudes of two signals at a certain frequency and interval in relation to an event). Phase-locking values were calculated for the same frequencies described above (4–50 Hz), with a baseline correction window of 100 ms pre-trial onset (or pre-feedback with respect to the learning task) presentation. All phase-locking analyses used the LPPC source as
Whites and minorities did not significantly differ on any of these variables. 

<table>
<thead>
<tr>
<th></th>
<th>Whites</th>
<th>Minors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Std. Dev.</td>
<td>Mean</td>
</tr>
<tr>
<td>#1</td>
<td>LLPC – MPFC phase-locking</td>
<td>0.17 (0.08)</td>
</tr>
<tr>
<td>#2</td>
<td>LLPC – P-PCC phase-locking</td>
<td>0.17 (0.08)</td>
</tr>
<tr>
<td>#3</td>
<td>LLPC – MPFC phase-locking</td>
<td>0.25 (0.11)</td>
</tr>
<tr>
<td>#4</td>
<td>LLPC – P-PCC phase-locking</td>
<td>0.15 (0.08)</td>
</tr>
<tr>
<td>#5</td>
<td>Error estimates</td>
<td>18.18 (40.39)</td>
</tr>
<tr>
<td>#6</td>
<td>Doubt</td>
<td>3.67 (1.37)</td>
</tr>
<tr>
<td>#7</td>
<td>Total wrong</td>
<td>247 (152)</td>
</tr>
</tbody>
</table>

Whites and minorities did not significantly differ on any of these variables. *P < .05 **P < .01 ***P < .001 FP < .10.

Post-task error estimation
In a post-task questionnaire, participants were asked to estimate the percentage of errors they made on the supposed intelligence test. These percentage estimates were then converted to a number based on their actual performance in the learning phase (given that the number of trials participants completed in total could vary). For example, if participants estimated they got 50% of the trials wrong, then they were given a predicted error value equal to half of the total trials they completed. To derive error estimations, we then subtracted the number of actual errors they made on the task from their predicted error estimates so that positive numbers indicated that participants overestimated the number of errors they committed. Negative numbers denote an underestimation of errors committed, and numbers closer to zero reflect more accurate performance assessments.

Post-task doubt and manipulation check
To assess the degree of self-doubt individuals experienced post-performance, participants used a scale of 1 (strongly disagree) – 7 (strongly agree) to rate the extent to which they were currently feeling doubtful, foolish, inferior, insecure and unsure. Mean composites were generated such that higher scores equaled greater self-doubt (α = 0.79). To assess the effectiveness of our stereotype threat manipulation, participants were also asked to answer the question ‘How do you think the researcher expects different racial/ethnic groups to do on this pattern recognition task relative to each other?’ using a scale of 1 (White students will score higher than minority students) – 7 (Minority students will score higher than white students).

RESULTS
Behavioral analyses
An independent samples t-test was conducted on participants’ learning performance (total number of wrong trials), error estimations, doubt and the stereotype threat manipulation check. These analyses revealed that minorities and whites exhibited comparable learning rates, degree of error overestimation and ratings of self-doubt, all P’s > 0.05, see Table 1. Compared with whites (M = 3.60, s.d. = 0.77), however, minorities (M = 3.08, s.d. = 1.11) were more likely to assume the researcher expected minorities to do worse on the supposed intelligence test than whites, t(86) = 2.48, P < 0.02. These findings suggest that while there were no overall differences between minorities and whites on learning task performance or performance perceptions, the variability found on stereotype threat perceptions affords the possibility to examine how individual differences in subjective perceptions of performance related to DMN phase-locking.

Error estimates and self-doubt
Consistent with past findings suggesting negative performance perceptions are internalized by stigmatized individuals under stereotype threat (e.g. Cadinu et al., 2005), error estimates were related to self-doubt among minorities, but not whites (Table 1): Minorities reported greater self-doubt to the extent they overestimated the number of errors made on the supposed intelligence task. These correlations were not, however, significantly different from one another (P = 0.20).

Time-frequency analyses
DMN synchrony was indexed by calculating mean phase-locking values between LLPC-P/PCC and LLPC-MPFC over 400 ms epochs in theta and alpha frequency bands at rest and during the learning task.

Phase-locking during the learning task
Given the probabilistic nature of the learning task, the learning criterion that was established and the lack of any differences in learning performance, we can assume that participants received equivalent amounts of correct and incorrect feedback regardless of ethnicity. Although we did not anticipate that DMN phase locking during the learning task itself would play a role in the evaluation of this feedback during the task, we conducted analyses to establish this. Specifically, separate regression models were conducted to test whether error estimations, self-doubt, or learning (i.e. total trials necessary to learn the pattern recognition task relative to each other) entered into each model. No effects were significant, Ps > 0.50, indicating that DMN phase-locking to wrong or correct feedback during the main task was unrelated to outcome variables. These findings are not surprising given that extant literature provides a clear distinction between performance monitoring (i.e. the task-positive network) and self-oriented processes/networks (i.e. the DMN). Thus, we next examined whether DMN phase locking measured pre-test at rest had stronger relationships with post-task self-perceptual and appraisal processes as opposed to actual performance monitoring.
Error estimation

To determine whether phase locking between DMN regions at rest predicted error estimations for whites and minorities, we conducted a moderated regression analysis in which error estimations were regressed on dummy coded ethnicity (minority = 0, white = 1), mean-centered phase-locking within the DMN, and the interaction terms between ethnicity and the phase-locking variables. We conducted separate regression analyses to independently examine alpha and theta phase-locking between LLPC–MPFC and LLPC–P/PCC (the two phase-locking variables were not correlated, see Table 1). Initial analyses included gender and the requisite interaction terms in the model and yielded no significant main effects or interactions, Ps > 0.16. Thus gender was excluded as a predictor in all analyses reported below.

For both whites and minorities, error estimations were unrelated to LLPC–P/PCC phase-locking in the alpha band and LLPC–MPFC phase-locking in the alpha or theta bands, Ps > 0.30. A different pattern emerged, however, when examining the relationship between LLPC–P/PCC phase-locking in the theta band and error estimation. Whereas ethnicity was unrelated to the tendency to overestimate errors (P = 0.957), a main effect emerged for LLPC–P/PCC theta phase-locking, b = -195.29, β = -0.37, SE = 81.13, P = 0.021, which was qualified by a significant interaction, b = 350.13, β = 0.37, SE = 147.26, P = 0.021 (Figure 2). Simple slopes analyses (Preacher et al., 2006) revealed that among minorities, greater LLPC–P/PCC theta phase-locking predicted less of a tendency to overestimate errors, b = -195.29, SE = 82.13, P = 0.021, whereas LLPC–P/PCC phase-locking was not related to error estimation for whites (b = 0.15, SE = 122.24, P = 0.210). Furthermore, among participants lower in LLPC–P/PCC theta phase-locking, minorities reported marginally greater overestimates of their errors than did whites, b = -27.39, SE = 15.80, P = 0.088. Among those higher in LLPC–P/PCC theta phase-locking, minorities reported marginally smaller, more accurate error estimates than did whites (i.e. at 1 s.d. above the mean on theta phase locking, the point estimate of 5.95 for minorities was close to zero), b = 28.63, SE = 16.85, P = 0.095.

Post-task self-doubt

We repeated the analyses described above predicting self-doubt to determine whether ethnicity moderated the relationship between spontaneous DMN phase-locking and self-doubt. No effects emerged when examining phase-locking between LLPC–P/PCC in the alpha or theta bands, Ps > 0.40. However, phase-locking between LLPC–MPFC predicted decreased doubt, regardless of ethnicity. The relationship between LLPC–MPFC phase-locking and doubt emerged in both the theta band, b = -4.41, β = -0.09, SE = 1.95, P = 0.028, and alpha band, b = -3.79, β = -0.12, SE = 1.28, P = 0.005 (Figure 3). Though the interactions between ethnicity and LLPC–MPFC phase-locking were not significant Ps > 0.20, LLPC–MPFC theta phase-locking and self-doubt was significantly correlated among minorities (r = -0.54, P < 0.01) but not whites (r = -0.04; see Table 1), and a Fisher r-to-z transformation test on these correlation coefficients indicated that the relationship between these variables was significantly greater among minorities compared with whites, z = -2.0, P < 0.05 (two-tailed). No other effects were significant. Overall, the pattern of correlations and findings converge to suggest that DMN phase-locking was associated with performance perceptions and self-doubt for stereotype threatened minorities but not whites.

DISCUSSION

Findings from this study suggest that individual differences in spontaneous phase-locking between DMN regions at rest were associated with stereotype threatened minorities’ self and performance perceptions. Although we observed no overall differences between minority and whites’ self-perceptions (or implicit learning) on the task, minorities with lower levels of spontaneous phase-locking in DMN regions during the initial rest phase tended to overestimate the number of errors they made on the supposed intelligence test (LPCC–P/PCC phase-locking in the theta band) and reported greater self-doubt (LPCC–MPFC phase-locking in both the alpha and theta bands) compared with whites (the latter pattern was less robust, however). Conversely, minorities exhibiting increased phase-locking between these DMN regions at rest reported somewhat more accurate error estimations on the supposed intelligence test and somewhat less self-doubt compared with whites. Whites, who presumably did not experience stereotype threat-based self-doubt, did not exhibit any relationships between error estimations, self-doubt and DMN phase-locking. Finally, the effect of phase-locking between DMN regions was unique to post-performance self-perceptions, as no relationships were found between spontaneous resting state DMN phase-locking and implicit learning performance among minorities or whites. This suggests that DMN connectivity might be more relevant to self-evaluation

---

2 One white participant was excluded from this analysis for having a theta LLPC–P/PCC phase locking value that was greater than four standard deviations from the mean.
or appraisals of implicit learning processes than to learning the probabilistic relationships themselves.

These findings suggest a possible biological marker for individual differences in stereotype threat vulnerability: spontaneous fluctuations in phase-locking or neural synchrony, between regions integral for the DMN. With regard to current conceptions of DMN function, this suggests that stigmatized individuals’ performance perceptions under stereotype threat might vary to the extent they can cope with and/or anticipate emotionally stressful situations. Nevertheless, it is difficult to determine whether coping takes the form of being buffered against the emotional consequences of taking a diagnostic intelligence test as a stigmatized minority (which would facilitate more accurate performance and self-monitoring) or reactive self-enhancement whereby people react to a threat by thinking they performed better than they actually did. Based on the DMN literature and our findings suggesting greater accuracy but not underestimation of errors (i.e. self-enhancement) among minorities high in theta phase-locking, the former possibility seems more plausible. To our knowledge, the DMN has not been implicated in self-enhancing processes per se but rather in autobiographical memory retrieval, judgments of self-relevance and accurate self-evaluations. Thus, individuals with greater phase-locking in the DMN might acquire a more accurate, objectively appraised and less negatively biased impression of the self during a threatening performance situation. If this conjecture is accurate, however, then why don’t whites exhibit the same relationship? Based on the stereotype threat literature it’s likely because for whites, the situation of taking a diagnostic intelligence test is not as threatening to their self-concept, given our evidence that phase-locking in the theta band between these two regions was related to individuals’ ratings of self-doubt. These findings suggest that DMN connectivity is largely misunderstood as well. Given that phase-locking provides a more direct index of neural function and the role these interactions play in the modulation of psychological processes implicated in the DMN literature. To that point, consistent with conjectures that neural regions that are more distant from one another (like DMN regions are) utilize slower oscillations to communicate with one another, our findings indicate that associations between DMN synchrony and self-oriented processing likewise manifest at slower oscillations, i.e. theta and alpha (4–12 Hz).

At the same time our findings suggest that phase-locking in the theta and alpha bands were similar, but not redundant. Specifically, LLPC–PCC phase-locking in the alpha and theta bands were only marginally correlated ($r = 0.25, P = 0.60$), although LLPC–MPFC phase-locking in the alpha and theta bands were highly correlated ($r = 0.67, P < 0.001$). This pattern of findings is consistent with past research that has found that theta and alpha interact in space and time to enable the necessary operations of working memory and selective attentional processes (Dipoppa and Gutkin, 2013; Lee et al., 2013; Leitner et al., 2013). However, the current findings also suggest that alpha and theta phase-locking within the DMN might have distinct cognitive consequences.

These findings also provide further insight into the role of LPC–PCC and LPC–MPFC phase-locking at slower oscillations in DMN processes. Buckner et al. (2008) argues that the DMN consists of subsystems, including a subsystem for autobiographical memories and learned associations and a more flexible subsystem that can utilize this information for construction of self-relevant processes (e.g. mental simulations). Whereas the three regions of interest in this study have been identified as integral to both subsystems (as well as other psychological processes), results from the present study suggest that LPC–PCC phase-locking might play a role in performance/self-monitoring and autobiographical memory processes. Specifically, phase-locking in the theta band between these two regions was related to more accurate performance assessments among minority students. In contrast, LPC–MPFC phase-locking might play a role in processes involving the self-concept, given our evidence that phase-locking in the alpha band was related to individuals’ ratings of self-doubt. These findings are not entirely surprising given that past research has identified key roles for the precuneus and posterior cingulate in episodic memory encoding and retrieval (Cavanna and Trimble, 2006; Huijbers et al., 2012), and MPFC in self-oriented processing and the self-concept (Amodio and Frith, 2006). Consistent with Buckner et al. (2008), our findings further add to the literature by implicating

Fig. 3 Alpha phase-locking between LLPC LPC and medial prefrontal cortex (MPFC). (A) Standard plotting of moderated regression analyses. (B) Scatter plot for minorities and whites’ reported self-doubt as a function of LLPC–MPFC phase locking in the alpha frequency band. Note that effects are largely driven by minorities with less LPC–MPFC phase locking reporting greater self-doubt (these correlations are significantly different from one another).
the LPC as particularly important for both autobiographical and self-semantic processes as they relate to the DMN. Nevertheless, these conjectures are speculative in nature given the correlational nature of the present research. Thus future research would be necessary to more fully elucidate the role of these regions in distinct psychological processes as well as the role of DMN phase-locking in other psychological processes that might play a role in self-doubt and biased appraisal processes.

Consistent with this sentiment, findings should be tempered with respect to the fact that source localization analyses were conducted on 32 channels, which is less than ideal given issues of volume conduction. As such, findings can only be interpreted as representative of activity in or around the LPC, PCC/P and MPMC. However, there is precedent for using 32 channels for source localization analyses (Hanslmayr et al., 2008), including studies examining DMN regions (Knazyev et al., 2011; Canon and Baldwin, 2012) and to our knowledge the extent to which additional channels enhance the precision and veracity of source localization analyses remain unclear.

Further, it must be stated that standard electrode placement was assumed and not directly verified via either digitization or MRI scans. Practical reasons precluded an MRI scan of each participant or the measurement of exact 3D electrode placement via a digitizer. Given that these circumstances are more commonplace, prior research has examined the effect of electrode misplacement on dipole placement and revealed that localization error is quite small and may be considered inconsequential compared to noise induced error (Khosla et al., 1999; Van Hoey et al., 2000; Michel et al., 2004). Additionally, the usage of pre-fabricated caps with standardized electrode spacing and the measurement of landmarks (i.e. inion, nasion, auricular points) on each individual have previously been deemed sufficient to determine the position of all electrodes (De Munck et al., 1991; Khosla et al., 1999), which is consistent with the methodologies used in current research. Therefore, we are confident that the electrode positioning is as accurate as possible without digitization or structural MRI models.

Nevertheless, future studies using combined EEG and MRI procedures would be necessary to corroborate results found in this study. It would also be necessary to determine whether these effects were specific to stereotype threatening contexts as opposed to minorities in general (i.e. assess whether DMN phase-locking moderates minorities’ self-perceptions after they complete a task in a stereotype neutral context).

In sum, findings from this study indicate that phase-locking between DMN regions is associated with stigmatized individuals’ ability to buffer themselves from the deleterious consequences of stereotype threat, perhaps by enabling more accurate performance appraisals. This provides evidence for novel biological and psychological individual difference buffers of stereotype threat effects. How these inherent differences moderate performance and self-perceptions in stigmatized individuals buffer themselves from the deleterious consequences of stereotype threat, perhaps by enabling more accurate performance appraisals. How these inherent differences moderate performance and self-perceptions in stigmatized individuals buffer themselves from the deleterious consequences of stereotype threat, perhaps by enabling more accurate performance appraisals.
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