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Arguments discrediting the value-free ideal of science have left us with the
question of how to distinguish desirable values from biases that compromise
the reliability of research. In this paper, I argue for a characterization of
cognitive biases as deviations of thought processes that systematically lead
scientists to the wrong conclusions. In particular, cognitive biases could help
us understand a crucial issue in science today: how systematic error is intro-
duced in research outcomes, even when research is evaluated as of good quality.
To conclude, I suggest that some debiasing mechanisms have great potential for
countering implicit methodological biases in science.

1. Introduction
Philosophers of science have traditionally understood problems of biases in
science in terms of the negative influence that personal, social, or political
interests have for the research process. According to this Baconian view,
science ought to be value-free in order to warrant the objectivity of the
results. As philosophy of science moves away from this value-free ideal,
acknowledging the different ways in which non-epistemic values play an
inevitable role in scientific reasoning and practice (Longino 2002; Douglas
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2009), different questions arise regarding biasing mechanisms in scientific
inquiry. How should we understand the distinction between the inevitable
values involved in scientific practice and the biases that steer scientific
research away from its epistemic goals? Which types of bias are involved
in scientific inquiry? How do they operate (e.g., are they implicit or
explicit)? How do these biases impact the epistemic goals of research?
How can such biases be identified and what are potential measures to
counteract them?

From a very different perspective, behavioral and cognitive psycholo-
gists have shown how the evolution of cognitive mechanisms have helped
our species navigate efficiently a sea of information in order to survive.
They have also uncovered the ways in which such cognitive mechanisms
might be leading us today to constantly arriving at the wrong conclusions.
Amos Tversky and Daniel Kahneman (1974) famously argued that
humans do not make decisions rationally most of the time, but instead
systematically commit the same types of mistakes, due to our cognitive
biases. If this is correct, how can we make better decisions when we are
“wired” to commit such mistakes? And in the case of science, how are sci-
entists supposed to overcome such biasing mechanisms so that they do not
compromise their research results? Are there any successful debiasing tech-
niques that can help us move in the right direction?

In this paper, I argue that in order to identify and manage biases that
compromise scientific results it is crucial to pay attention to research from
contemporary psychology, which points us to cognitive mechanisms that
systematically deviate our decisions, leading us to the wrong conclusions.1

Acknowledging that cognitive biases affect scientific decision-making,
much more than has been previously admitted, is key for understanding
some of the problems that confront research today, and finding ways to
counteract them. To conclude, I suggest that debiasing mechanisms, such
as cognitive forcing tools, have great potential for countering at least some
biases in science.

The paper is divided as follows. The second section presents a brief his-
torical overview of the science and values debate leading to the distinction
between values and biases. The third section presents a crucial issue with
biases in science today: to understand how systematic error is introduced
in research outcomes, even when research is evaluated as of good quality. In
the fourth section, I introduce cognitive biases as a possible explanation
for the problem highlighted in the third section. Finally, the fifth section

1. Notice that not everything we call “bias” falls within the domain of psychology.
However, for the purposes of this paper, I will focus only on cognitive biases studied in
psychology.
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analyses recent research on debiasing techniques and suggests how to
implement them in scientific research and education.

2. From “Science and Values” to “Values vs. Biases”
According to the traditional conception of science, science ought to be
value-free. In this view, the objectivity of scientific results can only be
achieved when scientists leave their values “at the door,” for values are seen
as corruptive, compromising the epistemic goals of research. For the past
thirty years, philosophy of science has moved slowly but steadily away
from this value-free ideal, acknowledging the different ways in which
non-epistemic values play an inevitable role in scientific reasoning and
practice.

A number of philosophers of science have argued against the value-free
ideal. One of their strategies has been to challenge the conceptual frame-
work that the ideal presupposes. For instance, some authors have challenged
the distinction between epistemic and non-epistemic values (Longino
1995; Solomon 2001; Douglas 2009), others have denied we can make a
clear-cut division between the internal and the external aspects of scientific
research (Rudner 1953; Anderson 2004; Douglas 2009), and even more
radically, some have questioned the fact/value distinction (Dewey 1938;
Anderson 2004; Clough 2015).

A more straightforward strategy, not necessarily incompatible with the
previous one, has been to show that social and political values (should) play
a legitimate role in scientific research, not only before and after the devel-
opment of scientific research (e.g., when making decision about funding
certain lines of research over others, or determining how to apply research
products or results), but also during scientific practice as such (e.g., when
framing hypotheses, designing experiments collecting and interpreting
data, etc.). With respect to this second strategy, two arguments (or lines
of argument) have been particularly influential: arguments from the under-
determination of theories by evidence, according to which social and polit-
ical values are needed to close the gap between theory and evidence that
underdetermination leaves open (Nelson 1990; Longino 1990; Kourany
2003) and inductive risk arguments, according to which scientists use
social or ethical values to judge the risk of erring when accepting or reject-
ing a hypothesis (Rudner 1953; Douglas 2009). More recently, a third line
of argument has been developed, challenging the lexical priority of evi-
dence, i.e., challenging the privileged epistemic status that arguments
from underdetermination and inductive risk give to evidence over values,
and adjudicating social values a primary role in scientific practice (Anderson
2004; Kourany 2010; Brown 2013).
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Feminist philosophers of science, in particular, have been crucial to the
critique of the value-free ideal. From important reformulations of the
underdetermination argument (Nelson 1990; Longino 1990; Harding
1998; Kourany 2003) to the more radical challenge of the lexical priority
of evidence (Anderson 2004; Kourany 2010), feminist philosophers have
shown that many sexist and androcentric values have historically perme-
ated scientific research and that more diverse and feminist values are
needed for the improvement of scientific knowledge. Thus, most feminist
philosophers of science have defended the importance of identifying appro-
priate social and political values for scientific research.

Philosophy of science has moved away from the value-free ideal, but
new challenges have arisen on the way. If social values have a role to play
in science, what exactly is this role? Certainly, they should not be allowed
to play any role, for this compromises the empirical adequacy of scientific
research. Obviously, research must not privilege certain values over the
empirical evidence. As Anderson clearly states:

Deep down, what the objectors find worrisome about allowing value
judgments to guide scientific inquiry is not that they have evaluative
content, but that these judgments might be held dogmatically, so as
to preclude the recognition of evidence that might undermine them.
We need to ensure that value judgments do not operate to drive
inquiry to a predetermined conclusion. This is our fundamental
criterion for distinguishing legitimate from illegitimate uses of
values in science. (Anderson 2004, p. 11)

Accordingly, the acceptance of the value-ladeness of science comes
hand-in-hand with new questions about the legitimacy of values in sci-
ence: which values are legitimate for scientific inquiry?, what roles can
values legitimately play in scientific research?, and how should we under-
stand the distinction between the inevitable values involved in scientific
practice and the biases that drive scientific research away from its epistemic
goals? In this way, the conceptual distinction between values and biases
can be useful for better understanding the new challenges that the rejec-
tion of the value-free ideal introduces for philosophers of science.

Wilholt (2009) has made an important contribution to this debate
showing that biases can compromise research results, and thus be regarded
as epistemologically detrimental, even when acknowledging that science is
value laden. His analysis of preference bias, i.e., when research results
unduly reflect the researcher’s preference over other possible results
(2009, p. 92), as an epistemic shortcoming will help guide our broader
analysis of biases in science. Although Wilholt acknowledges that the con-
cept “bias” is polysemic, being used in different ways both in science and
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philosophy (2009, p. 92), in general, the concept implies some sort of
epistemic shortcoming, more specifically, an introduction of error that
deviates the scientific process from legitimate results. Wilholt, for
instance, characterizes preference bias as “the infringement of an explicit
or implicit conventional standard of the respective research community
in order to increase the likelihood of arriving at a preferred result”
(2009, p. 99). Other authors have defined bias as “systematic error” (Gluud
2006; Greenland and Lash 2008), “deviations beyond chance” (Ioannidis
2005), or “deviation from the truth beyond random error” (Ioannidis
2017).2

Of course, the science and values debate, in which different arguments
against the value-free ideal have been provided, has been framed in terms
of “values” rather than “biases.” After all, the main argument of the critics
of the ideal is that values have a role to play in scientific research, and that
they can even be epistemically beneficial. Feminist philosophers of science,
for example, have made a clear defense of feminist values, as important
vehicles for the achievement of scientific knowledge, e.g., through a
feminist standpoint (Harding 1986), by diversifying the values of the
scientific community (Longino 2002), or by promoting more general
democratic values (Kourany 2010). So, we can understand why it was
important for the critics of the value-free ideal to shift the conversation
from talking about any values as bias, to acknowledging a proper role for
values in science.

However, once we move beyond the value-free ideal, questions regarding
the epistemically detrimental effects of some values in scientific inquiry
remain. For it is still the case that some values, sometimes, have a negative
influence in the research process, insofar as they introduce systematic errors,
deviating research from its epistemic goals. In this sense, some values (or
preferences, or things we privilege), can have a biasing effect in the research
process.3

Accordingly, one lesson we can take from the science and values debate
is that while values can play a legitimate role in scientific inquiry, they can
also play an illegitimate role, moving scientists away from their epistemic
goals (as feminist philosophers have shown). In such cases, values have
a biasing effect in research and should be properly handled so that they
don’t compromise the production of scientific knowledge. Holman and

2. From a broader characterization of bias in philosophy of science, see Bueter (2022).
3. Notice that in this sense biases can result from the influences of values in scientific

research, but also from other, perhaps accidental, causes. Although I am mostly interested
in the relation between values and biases in this paper, it is important to keep in mind that
biases might also emerge from other sources.
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Wilholt call this “the new demarcation problem” (2022). In this sense,
philosophers of science who have argued against the value-free ideal can
also argue for debiasing mechanisms in scientific inquiry without being
inconsistent.

3. Biases in Science
Resnik (2000) provides a preliminary taxonomy of biases in research:
distinguishing (i) biases that emerge from human values (e.g., political
ideologies or religious beliefs), (ii) psychological prejudices (e.g., anchoring
bias), (iii) biases from social, cultural or economic conditions (e.g., financial
biases), and (iv) biases from flawed methodological assumptions (e.g., cra-
niometry’s assumption that intelligence depends on brain size and shape).
While I consider this taxonomy an important first attempt at categorizing
biases in science, there is room for improvement. First, the category of psy-
chological biases might be better understood in terms of cognitive biases,
as the current literature in social psychology suggests (see, e.g., Mercier
and Sperber 2017), to emphasize that they are the result of the evolution
of our cognitive capacities, i.e., of how our brains work and not other,
broader psychological factors. Second, categories (i) and (iii) actually refer
to broad social values that are not clearly distinguished in Resnik’s taxon-
omy, they also individuate biases on the basis of their cause, rather than
stipulating where biases inhere (psychology) or what the content of a bias
is (iv). And finally, category (iv) needs to be expanded to include not only
flawed assumptions, but also flawed methodological decisions more
generally.

As previously mentioned, scientists usually understand biases as “devi-
ations beyond chance” (Ioannidis 2005) or “systematic errors” (Greenland
and Lash 2008), stemming from choices made during the research process.
For the purposes of this paper, I will call these biases proper of the scien-
tific context, methodological biases, following Resnik’s type (iv) (2000).
Examples of methodological biases include confounding bias (distortion
of results due to a confounding variable), selection bias (violation of the
selection validity conditions), publication bias (selection of more papers
with positive outcomes for publication), response bias (tendency to answer
untruthfully in surveys), and the like. Scientists have classified, studied,
and learned to manage this sort of methodological biases (e.g., Sackett
1979; Vineis 2002; Chavalarias and Ioannidis 2010; Lash et al. 2014).
However, other methodological biases, such as biases introduced through
non-representative samples or misleading data presentation, are less under-
stood (Bero and Rennie 1996), given that they cannot be identified
through quality assessment statistical tools.
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As the latest meta-analyses have systematically showed, industry-
sponsored studies are significantly more likely to obtain results favoring
sponsors than independently funded research (Bekelman et al. 2003;
Lexchin et al. 2003; Sismondo 2008; Lundh et al. 2017). Surprisingly,
the same meta-analyses have also shown that industry-sponsored studies
have lower risk of bias (e.g., of biases being introduced in the process of
double-blinding the study), and their methodological quality is at least as
good as, sometimes even better than, the quality of independent studies.4

We know then that financial conflicts of interest do not necessarily lead to
scientific fraud, but the precise mechanisms through which biased results
enter the scientific process here is not yet clear. Of course, scholars have
offered different hypotheses or possible explanations of how this could
be happening (inferior comparators, biased coding of events, selective
report of favorable outcomes, spined conclusions, publication bias, and
so on), and suggested that multiple factors (social, political, economic,
etc.) could be playing a role in biasing research results beyond quality
assessment tools (Lexchin et al. 2003, p. 1169; Lundh et al. 2013,
p. 13). The precise mechanisms at play in a particular case are much harder
to prove. However, the fact that scientific fraud is not necessarily related to
these biases is also coherent with the results of empirical studies showing
that scientists are less likely to commit overt fraud, and that a great
number of cases of questionable research practices might not be intentional
(Fanelli 2009).

When conducting research, scientists address a number of methodolog-
ical decisions, emerging from different stages of the research process: estab-
lishing the central question that the study aims to answer, designing a
study to answer such question, conducting the study, drawing conclusions
from the study, and finally publishing the study (Bero and Rennie 1996,
p. 211). When designing a clinical study, for example, scientists have to
choose the specific patient population for the trial, the specific comparator
(e.g., a placebo or an existing available treatment) against which the new
treatment will be tried, they also have to determine the dosage for both the
control and the treatment groups, and they have to specify an outcome or
endpoint for measuring, among others. Different considerations have to be

4. Of course, “research quality” in these studies is assessed according to the available
quality assessment tools, which have been designed to measure specific risks of bias (e.g.,
blinding, drop-out, sample-size), while other risks are left completely unassessed (e.g., com-
parator choice, outcome reporting, publication bias). So while a study can appear to be high
quality and low risk of bias according to the quality assessment tools, it can certainly be
suffering from other biasing mechanisms that remain invisible even when checked with the
traditional filters.
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taken into account in order to make such decisions: time and budget con-
straints, geographical constraints, laboratory constraints, scientific talent
and expertise available, what is the best and most efficient combination
of choices to answer the question posed, etc. Despite the multiplicity of
options, decisions regarding experimental design have a spectrum of
epistemically legitimate choices, and methodological biases appear “precisely
when making decisions beyond the spectrum of what is epistemically
(or methodologically, if you prefer) appropriate, jeopardizing the reliability
of the results” (Fernández Pinto 2019, p. 204).

The following example might help illustrate this problem. Comparator
bias is a type of methodological bias that arises when choosing comparison
groups and doses. In particular, comparator bias emerges “when treatments
known to be beneficial are withheld from patients participating in
controlled trials” (Mann and Djulbegovic 2013, p. 30). Given that new
treatments are not compared to the best available therapies, comparator
bias leads to suboptimal trial results, and thus represents an epistemic
shortcoming.

Comparator bias can appear in many forms. To begin with, new treat-
ments in clinical trials can be compared to a placebo or to an effective
available treatment. Placebo-controlled trials are important when trying
to determine the efficacy of new treatments, but they are not recommended
when effective alternative treatments are already available. Accordingly,
the Helsinki Declaration of Ethical Principles for Medical Research (1964) states
that new treatments should always be tested against the best proven inter-
ventions, with only a few exceptions: (i) when no proven treatment is avail-
able, or when (ii) “for compelling and scientifically sound methodological
reasons the use of any intervention less effective than the best proven one,
the use of placebo, or no intervention is necessary to determine the efficacy
or safety of an intervention” (WMA 1964).

Despite this, only about half of the drugs approved by the FDA present
evidence of comparison with an already existing alternative treatment for
market authorization (Goldberg et al. 2011). In addition, recent studies
reveal that authors of clinical trials are not aware of relevant systematic
reviews and previous trials when designing studies on new treatments
(Mann and Djulbegovic 2013, p. 32).

Issues with placebo-controlled trials involve not only ethical issues
regarding the fact that control subjects are not given in many cases the
best available therapy, but also epistemic issues regarding the fact that trial
results won’t tell us whether the new treatments are better or not to the
ones already on the market. In other words, placebo-controlled trials might
tell us whether a treatment is better than nothing, but this is not optimal
knowledge when other effective treatments are available: “What we really
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want to know, what would be significant in terms of advancing current
knowledge, is whether the new treatment is better than the best available
one” (Fernández Pinto 2019, p. 204).

Comparator bias also arises when choosing the available treatment to
compare with the new treatment, as well as when choosing the relevant
doses for comparison. The use of suboptimal alternative therapies, i.e.,
available therapies that have been proven not to be the best on the market,
as well as the use of higher or lower doses than the standard doses in the
alternative treatments have been tactics successfully used to prove either
the efficacy or the benefits of new treatments (Bero and Rennie 1996;
Smith 2005; Mann and Djulbegovic 2013). In such cases, comparator bias
moves us away from achieving relevant knowledge as well.

However, many times a comparator bias cannot be clearly identified
through quality assessment tools, making it possible for a research study
to appear of good or even excellent quality even when it has this bias. Since
comparators are chosen during the design process, and they aren’t com-
monly justified in the publication process, the decision introducing the
comparator bias is very likely to remain hidden from scrutiny. Granting
that scientists do not want to bias their results deliberately, and thus
leaving cases of overt scientific fraud aside, comparator bias might be
unconsciously introduced by scientists who are not even aware of the
biasing effects of their comparator choices. This is a disastrous combination
epistemically speaking: scientists are likely unaware of their biases and the
decision is kept hidden from third-party scrutiny. A more detailed under-
standing of cognitive biases and their mechanisms in the context of
scientific inquiry would perhaps contribute to untangling this problem,
as will become clear in the next section.

4. Cognitive Biases in Science
We must acknowledge that science is prone to the same cognitive biases
that affect human behavior. The same cognitive system that allows us to
understand and explain the world around us, also sets limits to the possi-
bilities of our knowing. Human cognitive capacities have adapted to make
optimal decisions under environmental pressures, using different heuristics
and biases (Tversky and Kahneman 1974; Greenwald and Banaji 1995;
Fazio 2007; Gendler 2008; Payne and Gawronski 2010; Mercier and
Sperber 2017). While this seems to work well most of the time—we are
after all efficient decision-makers—such mechanisms can easily be misap-
plied, leading us to unwarranted and sometimes blatantly wrong conclu-
sions (Lilienfeld et al. 2009). Cognitive biases affect scientific research in
different ways. For instance, scientists are prone to asymmetric attention bias—
double-checking unexpected results, while giving a free-pass to expected
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ones—and to just-so storytelling—giving ungranted post hoc justifications,
or “stories,” for results of data-analysis (Nuzzo 2015).

According to the traditional view of science, scientists ought to evaluate
the evidence supporting or rejecting a hypothesis independently from their
previous beliefs. The philosophy of Karl Popper (1963) clearly illustrated
this idea in his treatment of the demarcation problem: proper science, con-
trary to pseudoscience, is falsifiable; proper scientific theories should make
risky predictions, i.e., hypothesis contrary to expectations, which should
withstand the most rigorous attempts to refute them. Scientists, thus,
should in principle aim hard to falsify their hypotheses instead of trying
to confirm them. As we have learned from contemporary psychology, how-
ever, the human mind works in a very different way. In fact, our previous
beliefs greatly influence our appreciation of new beliefs.

In this respect, a well-studied example of a cognitive bias that has a
clear influence in scientific research is confirmation bias, also known as
expectation bias. Confirmation bias is the tendency to believe or pay atten-
tion to evidence that confirms our expectations or beliefs, while ignoring
or rejecting evidence that disconfirms or goes against our beliefs or expec-
tations. As a cognitive bias, confirmation bias affects all human reasoning,
including scientific reasoning.

Thus, contrary to Popper’s view, scientists might be more likely to
design and conduct studies that confirm their hypotheses, than to find
evidence that disconfirms them.

Explanations for the underlying mechanisms of confirmation bias
include the desire to believe, information-processing biases, positive-test
strategies, conditional reference frames, and error avoidance (Nickerson
1998). Evidence of the existence of confirmation bias in science comes both
from the history of science (Nickerson 1998; Jeng 2006) as well as from
empirical studies in different disciplines (Fugelsang et al. 2004; Marsh and
Hanlon 2007). A good example of the former is Eddington’s expedition to
confirm Einstein’s prediction that light would be bent by the gravitational
field of the sun, a prediction that could be empirically verified by taking
photographs of the sun during an eclipse. Accordingly, Eddington
embarked on an expedition to West Africa to make the relevant observa-
tions of a total solar eclipse to occur on May 29, 1919.

As the official story goes, the evidence collected by Eddington during
the eclipse, and later accepted by the Royal Society in London, was key in
providing empirical confirmation of Einstein’s theory of general relativity
and more generally for the acceptance of the new theory worldwide. How-
ever, later revisions of the historical record (e.g., Collins and Pinch 1993)
have uncovered important measurement errors as well as the discarding of
unfitting photographs, in particular the eighteen plates from the Sobral
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expedition to Brazil, where a second team was sent to register the 1919
eclipse from a different location, without proper justification.

Although the theory has been amply verified during later observations,
Eddington’s expedition in 1919 can be now considered a case of confirma-
tion bias: he already knew the results he expected to get, and he got there
regardless of all the noise in the evidence (Nickerson 1998). As Collins and
Pinch note:

… there was nothing inevitable about the observations themselves
until Eddington, the Astronomer Royal, and the rest of the scientific
community had finished with their after-the-fact determinations of
what the observations were to be taken to be. Quite simply, they had
to decide which observations to keep and which to throw out in
order that it could be said that the observations had given rise to any
numbers at all. (Collins and Pinch 1993, p. 51)

If human decision-making is systematically prone to bias, scientific
decision-making is prone to bias as well. Of course, scientists have devel-
oped many interesting mechanisms to deal with such bias, such as random-
ization, double-blinding, and peer-review (Resnik 2014). However, as I
have tried to show, there are some instances of decision-making in the
research process that are still hidden from any third-party scrutiny and that
rely, mistakenly, on the individual scientist’s rational capacities. We now
know, however, that individual scientists are bad judges of their own biases
(Nuzzo 2015), and that they are left in a very vulnerable position when
their decisions are left unchecked. In particular, they are prone to intro-
ducing biases in research, such as the comparator bias, not because they
want to bias their results deliberately, but because they might be unaware
of the cognitive biases implicitly guiding their decisions, e.g., a confirma-
tion bias, guiding their choice of comparator. In this way, a systematic error
might be introduced in the research process even without the scientist
being aware of the problem, just because of the scientist’s own cognitive
mechanisms.

Acknowledging that individual scientists are prone to cognitive biases,
as any other human being, is the first step to understanding how a series of
biases might be populating scientific research today, as some meta-analyses
suggest (Lundh et al. 2017), but with no deliberately fraudulent behavior
involved (Fanelli 2009). Of course, the fact that scientists are mostly
unaware of such biases does not mean that these biases are not prob-
lematic. They systematically lead to inadequate results, compromising the
epistemic goals of science. In this sense, they ought to be identified and
managed. Their implicit character just makes it much more difficult to
do so.
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5. How to Counteract Biases in Science
To start thinking about how to counteract biases in research, it is crucial to
acknowledge that biases can be the result of implicit or explicit cognitive
attitudes. While implicit attitudes tend to operate automatically and
outside our awareness, explicit attitudes are the result of cognitive delib-
eration and agents are often aware of them (Briñol et al. 2009). Cognitive
biases appear as intuitive evolutionary responses most of the time
(Croskerry et al. 2013), and thus are mostly implicit and difficult to track.
Even though methodological biases can be the result of implicit or explicit
attitudes, for the purposes of this paper, I am mostly interested in meth-
odological biases introduced through implicit attitudes. Methodological
biases introduced through explicit attitudes, as I mentioned before, are
cases of scientific fraud, and must be judged accordingly. Let us focus then
on counteracting mechanisms for implicit methodological biases.

I find the influence of implicit biases in science particularly relevant for
the purpose of understanding the more likely biasing mechanisms in
research, given my assumption that most scientists are good professionals,
and that they are unlikely to bias their research projects deliberately (for
empirical evidence to support this claim, see Fanelli 2009). Nevertheless,
they are they are certainly prone to biases due to automatic cognitive
mechanisms, learned social stereotypes, or practice-entrenched methodo-
logical decisions.

The central question regarding the influence of implicit biasing mech-
anisms in research has to do with the possibility of counteracting biases
that occur in such an apparently uncontrollable fashion: Is research inevi-
tably prone to implicit bias, or are there effective debiasing techniques that
scientists can implement to avoid this problem? Neuroscientists, cognitive
psychologists, and social psychologists have been exploring this question
in detail in recent decades.

Contrary to previous models (e.g., Rydell et al. 2006), recent research
suggests that implicit attitudes have the potential to change through both
associative (implicit) and deliberative (explicit) information. In 2009,
Briñol and his colleagues conducted a study to measure if rational delib-
eration can impact automatic evaluations, in the context of faculty hiring.
Participants in the study “received a persuasive message in favor of a new
policy to integrate more African American professors into the university.
This message was composed of either weak or strong arguments in favor of
the proposal” (2009, p. 294). By using arguments of different quality,
researchers aimed to measure the influence of rational thinking in auto-
matic responses, assuming that differentiating between weak and strong
arguments requires more deliberation. In order to measure implicit racial
attitudes among participants, researchers used the Implicit Association
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Test (IAT).5 The conclusion of the study states: “we expected and found
argument quality to influence automatic evaluations depending on the
extent of message processing. That is, under high elaboration conditions,
automatic evaluations were found to be more positive toward Blacks for
the strong than the weak message” (2009, p. 295). The study suggests
then that the use of deliberative information prompting subjects to ratio-
nal thinking has the potential of neutralizing implicit bias, at least during
the timeframe of the experiment.6

Other studies have also led to optimistic results regarding the possibility
of counteracting implicit biases. Cognitive forcing tools, such as mnemonics
(O’Sullivan and Schofield 2019), as well as implementation intentions,
practice-based training, and goal priming (Sheeran et al. 2013) have also
shown promising effects in modifying implicit bias. O’Sullivan and
Schofield (2019), for example, conducted a randomized controlled study in
which they gave doctors in the treatment group a cognitive mnemonic tool
called “SLOW,” with the aim of slowing down for improving diagnostic
accuracy. The SLOW tool was basically an acronym for a series of questions
related to the diagnostic process: Sure about that?; what is Lacking?; what if
the Opposite is true?; Worst case scenario?. Volunteers were given cases to
diagnose, and those in the treatment group were asked to use the tool for
making the diagnosis. SLOW produced “a subjectively positive impact on
doctors’ accuracy and thoughtfulness in clinical cases” (2019, p. 1). More
generally, Croskerry (2002) has developed a catalog of biases and debiasing
tools that have shown some effectiveness.

Even though debiasing mechanisms are costly, after all they require vig-
ilance and reflection of our behavior (Croskerry 2015), they can be effective
under the appropriate circumstances (Lilienfeld et al. 2009). In particular,
given that the scientific environment is one of strict and rigorous controls,

5. One must notice that IATs have received important critiques in two main areas.
First, from the fact that the tests use the velocity of response as a proxy to determining
the agent’s biases, some have argued that this proxy is not adequate (Mitchell and
Tetlock 2006). Second, we have evidence that the tests are not stable in time for the same
individual, i.e., factors such as the time of the day, the person’s mood, or even whether the
person is hungry or not, can influence the test results (Cooley and Payne 2017). Despite
these problems, we also have evidence that the IATs are stable at a group level, and even for
same age groups within the larger population (Payne et al. 2017).

6. Brownstein (2018, p. 170) has suggested that it might not be the logical or ratio-
nal force of the argument, but perhaps the positive or negative feelings associated with the
evaluation of the applicants, and in this case the bad feelings associated with the possibility
of being biased towards African-American candidates, which prompts the unbiased
response. In any case, there is an apparently successful debiasing mechanism in place here.
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it seems especially well-adapted to implementing debiasing techniques.7

A promising example in this respect comes from the field of medicine,
and more particularly from Intensive Care Units (ICUs), where the imple-
mentation of simple check lists has proven extraordinarily successful in
reducing human error that traditionally led to a high number of central
line infections, cases of untreated pain, and stomach ulcers (Pronovost
et al. 2003; Berenholtz et al. 2004; Pronovost et al. 2006). Taking advan-
tage of the high levels of rigor and thoroughness expected from caregivers
at ICUs, Dr. Pronovost’s simple checklists have made unprecedented
improvements in patient care (Gawande 2009). I consider that similar
cognitive forcing tools have tremendous potential in the, also rigorous
and thorough, scientific research environment. Perhaps even simple tools,
such as a 5-point checklist, implemented during the design phase of
research studies could prevent the introduction of at least some implicit
methodological biases in the research process. The actual design and
implementation of such tools, as well as their empirical evaluation is
still needed.

6. Conclusions
Arguments discrediting the value-free ideal in science have left us with the
question of how to distinguish desirable values from biases that compro-
mise the reliability of research. In this paper, I argued that cognitive biases
could help us understand how systematic error is introduced in research
outcomes, even when research is evaluated as of good quality. Using com-
parator bias as an example, I showed how cognitive mechanisms might be
behind the introduction of such bias in contemporary clinical studies, and
how this possibility becomes crucial for figuring out ways for countering
such biases. To conclude, I suggest that debiasing mechanisms, such as
cognitive forcing tools, have great potential for countering implicit meth-
odological biases in science.

7. One might argue that the scientific process has already implemented several cog-
nitive forcing tools, and that, for example, the quality assessment tools mentioned earlier
are precisely an example of how scientists work to avoid biases in their research process.
Strict record keeping in laboratory notebooks could be another example of such forcing
mechanisms. While I agree in general with this argument, developments in cognitive
psychology and debiasing mechanisms more specifically can serve us to further develop
cognitive forcing tools for the research process, especially for those biasing mechanisms that
we don’t handle properly yet, such as the methodological biases I have presented in this
paper. I thank one anonymous reviewer for pointing this out.
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