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Large language model (LLM)-based chatbots like Chat Generative Pre-Trained Transformer (ChatGPT), equipped with broad biological knowledge [1], have demonstrated an impressive capability for bioinformatics coding [2]. When given well-crafted instructions, these chatbots hold the potential to significantly augment bioinformatics education and research [3,4]. However, opportunities entail both rewards and risks. This commentary explores the challenges of using chatbots in bioinformatics and proposes strategies to manage the associated risks while maximizing the benefits.

Most importantly, the effectiveness of a chatbot’s response largely depends on the quality of the prompts. Crafting effective prompts can be challenging, sometimes leading to frustration or discouragement. Pioneering studies have identified various prompting techniques to guide chatbot responses, including role prompting that assigns a role to the chatbot, few-shot prompting that provides relevant examples, and chatbot self-reflection that improves response based on task feedbacks [4–6]. Furthermore, bioinformatics data analysis requires domain-specific knowledge. Advanced techniques, such as chain-of-thought prompting [7], which dissects complex reasoning into intermediate steps, enable a more organized understanding of specific bioinformatics analyses. Recent developments in Generative Pre-Trained Transformer (GPT) Application Programming Interface (API)-based webservers, such as Chatlize.ai, and ChatGPT plugins (e.g., Code Interpreter or Advanced Data Analysis) offer user-friendly platforms for practicing bioinformatics with chatbots (also known as “prompt bioinformatics”). A repository of well-crafted examples for commonly used bioinformatics analyses would be an invaluable resource for the community [4]. These prompting skills, API-based applications, and the repository are helpful resources to mitigate prompt-related stress during this type of new bioinformatics practice.

The next challenge deals with uncertainties in chatbot response. A chatbot might generate different code for the same prompt. While some of these variations are due to ambiguities in prompts or simply a chatbot’s propensity for “hallucination”, others may be valid alternative solutions [4]. However, since a chatbot cannot fully evaluate its own response, users bear the sole responsibility of assessing and controlling the uncertainty on their own. Prompts shall preferably be designed to aim for reproducible results, but code from the chatbot may have inherent variability in different chat sessions. Although technically one can set the chatbot’s “temperature” to zero to have a fixed result, it may not be the best practice as variable results may contain better solutions. It is therefore recommended to test a prompt multiple times and cross-check different responses to
seek the best coding solution or to exclude erroneous results.

While emphasizing the significance of developing prompting skills for effective communication with chatbots, it should not overshadow the importance of developing coding skills. One may consider prompting as a substitute for coding. This misconception can lead to a superficial understanding of coding concepts and inhibit progression into more advanced applications. For instance, reliance on chatbots for debugging may hamper the acquisition of vital troubleshooting skills. Moreover, advancing beyond basic prompting necessitates a strong foundation in algorithm design and bioinformatics domain knowledge. To offset these potential negatives, chatbots should function as supporting tools to supplement traditional education. For example, chatbot-assisted bioinformatics lectures could begin with an in-depth guided discussion of the problem at hand and potential solutions. Interacting with the chatbot aims to enhance students’ comprehension of coding concepts, refine their prompting skills, and foster critical thinking [4]. Assignments could involve exploring similar problems, investigating alternative solutions with the chatbot, and critically assessing its responses. This strategy strikes a balance between artificial intelligence (AI) assistance and traditional instruction, fostering self-reliance for bioinformatics learners.

ChatGPT exhibits impressive performance from recent evaluations on data mining [8], genetics knowledge [9], coding [2,10,11], and bioinformatics figure interpretations [12]. It also demonstrates superior performance in coding to its peers such as Bard [2] and other fine-tune-based LLMs [10] using bioinformatics-specific benchmarks. However, the chatbot has inherent limitations in performing certain types of bioinformatics tasks. Its knowledge is limited by the cut-off date of its training. Data analysis using tools developed post-training could prove challenging. Although ChatGPT added Bing for real-time internet access, its performance in assisting coding is unstable based on our own tests. Feeding the chatbot instructions and user examples may enhance its performance. When it comes to handling tasks that involve human–computer interactions, such as the use of graphical user interfaces (GUIs), or quantitative analysis of visual elements from figures [12], the chatbot falls short on its own. Using chatbots in new algorithm development demands a high level of domain-specific knowledge. In this process, intensive interactions with the chatbot, involving precise instructions, are expected before achieving a meaningful prototype for future development. Equally challenging will be to generate bioinformatics pipelines through chatbots using existing tools. Such expeditions aim to lay the
groundwork for the creation of a bioinformatics chatbot. Such a chatbot is envisioned to address a wide array of data analysis questions, many of which are frequently asked but often out of reach for most biomedical scientists, thus making resources more accessible. Given the fast-paced evolution of the AI field, we anticipate that new tools will emerge to address, at least in part, many of these challenges. For instance, the emerging direction in developing prompting skills specific to image inputs [13] holds promise in addressing the limitations associated with GUI usage and the interpretation of scientific figures [12]. Concurrently, it will be essential to update old prompts, previously optimized for earlier AI models, to sustain or boost their performance with the advent of improved models.

Last but not least, ethical guidelines and regulations for using chatbots in coding are still evolving. While code sharing and reuse are common practices in bioinformatics as part of the open science ethos, proper credit should always be given when using AI-generated code [14]. Additionally, details of the chatbot usage should be documented. This should encompass details such as the chatbot name (including version and settings), prompts used, the code generated, alongside any subsequent human modifications, and reference results. It is also essential to display metrics that measure the robustness of the prompts in replicating the reference results. These records should be made publicly accessible to ensure transparency, reproducibility, and accountability. Furthermore, because bioinformatics analysis often deals with genomic and clinical data, including personally identifiable information, the use of chatbots should adhere to regulations on privacy and data security. In this context, it is recommended to confine the usage of LLMs to secured local networks and thoroughly inspect the source code of the model implementation as a precautionary measure against potential breaches.

In conclusion, the incorporation of chatbots into data analysis represents an emerging and promising avenue in bioinformatics. For responsible and productive use of chatbots in this field, it is crucial to thoughtfully devise strategies to address the emerging challenges such as psychological strain from prompt-related frustration, uncertainties in chatbot’s response, overreliance on AI, and transparency on ensuring data security. As this nascent technology continues to evolve, we remain optimistic that chatbots will not only enhance educational outcomes for learners, but also boost the productivity of seasoned professionals in the field.
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