Abstract—This paper investigates the remarkable extremes of growth experiences within countries and the changes that occur across growth transitions. We find two main results. First, virtually all but the very richest countries experience both growth miracles and failures over substantial periods. Second, growth accelerations and collapses are asymmetric phenomena. Collapses typically feature reduced investment amidst increasing price instability, whereas growth takeoffs are primarily associated with large expansions in international trade. The results show that even very poor countries regularly grow rapidly, but sustaining growth is difficult and may pose a very different set of challenges than starting it.

I. Introduction

SINCE World War II, economic development has witnessed a few distinct “miracles” and a larger number of “failures.” A few countries, such as Singapore and Botswana, experienced consistently high rates of growth. Meanwhile, many countries found themselves only modestly more developed, if not poorer, at the close of the twentieth century than they were several decades before. Explaining why a few countries have succeeded while many others have failed over this fifty-year period has motivated an enormous range of research that seeks to unlock key mechanisms and causes of growth and draw lessons that can guide policy.

In this paper, we demonstrate that growth “miracles” and “failures” appear to be ubiquitous at ten- and fifteen-year time scales. Only the very richest countries are immune to these dramatic fluctuations. Despite talk of poverty traps, almost all countries in the world have experienced rapid growth lasting a decade or longer, during which they converge toward income levels in the United States. Conversely, nearly all countries have experienced extended periods of abysmal growth. Circumstances or policies that produce ten years of rapid economic growth appear easily reversed, often leaving countries no better off than they were prior to the expansion. The basic challenge in poor countries thus appears to center less on triggering growth and more on sustaining it.

Given the dramatic changes in growth regimes, we further establish several facts about these transitions. We find that growth accelerations are little associated with capital accumulation and strongly associated with increased international trade. Growth collapses meanwhile are strongly associated with monetary instability and, in some cases, the outbreak of civil war. Thus, accelerations and collapses are asymmetric events, and the problem of sustaining growth thus appears different in kind from the problem of triggering economic expansion.

II. Growth Extremes within Countries

Long-run growth averages within countries often mask distinct periods of success and failure. This point was first made by Easterly et al. (1993), and has been discussed subsequently by others (Pritchett, 2000; Hausmann et al., 2005; Jerzmanowski, 2006). In this section we build on this literature by showing not just that periods of success and failure exist, but that they are both extreme and ubiquitous. In particular, we show that growth “miracles” and “failures” over ten-year periods (and longer) appear within the experience of most countries.

To begin, figure 1 presents the best ten-year growth episode and the worst ten-year growth episode for all 125 countries in the Penn World Tables 6.1 (Heston et al., 2002) with at least twenty years of growth data. Countries are ranked from the poorest to the richest based on their income level in 1960. For comparison, the graph highlights the best ten-year average in the United States (3.3% per annum) and the worst ten-year average in the United States (1.0% per annum).

Figure 1 indicates a remarkable degree of heterogeneity within national growth experiences, with sustained periods of both high and low growth. Nearly all countries have experienced a growth episode substantially better than the U.S. best and a different episode substantially worse than the U.S. worst. Moreover, extreme highs and extreme lows in growth are common across the income spectrum. Only among the very richest countries is there a drop in the magnitude of the extremes.

The capacity of countries across the income spectrum to produce sustained episodes of high growth suggests that rapid increases in welfare have been within the reach of most economies. This point is clarified in figure 2, which compares the income level at the end of the best ten-year growth episode to the prior peak level of income. We see that large income expansions are quite common. In fact, 80% of the episodes show income expansions of at least 25%, with 50% showing expansions of at least 50% and many examples where per capita income doubled or more. Meanwhile, in only 6% of the cases do countries arrive at income levels equal to or below their prior peak. The ten-year growth booms in figure 2 are not simply recovery after bad episodes, but rather represent new growth.1 The medium-run variation in growth exposes large shifts in welfare.

A different way to view these growth extremes is through the lens of convergence. It is well known that income levels of poor countries have typically diverged from the wealthiest countries, with some notable exceptions (Jones, 1997; Pritchett, 1997). For example, since 1960, among those countries with initially below-median income, only 24% have grown faster on average than the United States while the other 76% have grown slower. As indicated in figure 1, however, the story over the medium run is considerably richer.

Table 1 examines whether countries have converged to U.S. income levels and diverged from U.S. income levels over ten-year periods. By convergence and divergence, we mean that average growth is higher or lower than average U.S. growth over the same period. We find similar patterns. Recovery has little to do with these ten year growth booms.
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ten-year period. As before, the analysis includes all 125 countries in the Penn World Tables with at least twenty years of growth data. The mean number of growth observations for all countries in this sample is 44, so ten-year periods are typically about one-quarter of their growth history.

The striking fact is that 90% of all countries have converged on the United States over some ten-year period, while 94% have diverged over some ten-year period. Even excluding growth episodes that follow ten-year or longer periods of contraction, to eliminate possible growth recoveries and focus on new growth, we still find that 86% of countries have experienced convergence. Dividing countries by region or by initial income level, we find that high propensities for medium-run convergence and divergence are general phenomena. Among the poorest one-third of countries in 1960, 92% have experienced a sustained episode of convergence. Even 76% of countries in sub-Saharan Africa, most of which are considered long-run growth “fail-ures,” have converged on the United States over sustained periods. These facts suggest that both miracles and failures in the medium run are within the experience of almost all countries—growth within countries is a “start-stop” process.

III. Characterizing Growth Transitions

A. Identifying Structural Breaks in Growth

Given the prevalence of both miracles and failures, the natural next step is to try to characterize the transitions between these states. To identify specific transition dates for further investigation, we use the structural break econometric technique of Bai and Perron (1998, 2003), which locates and tests for multiple structural breaks within a time series. In our case, we look at a growth series within a country:

$$g_t = \alpha_R + \epsilon_t,$$

where $g_t$ is the annual growth rate in purchasing-power-parity per capita income, $\alpha_R$ is the mean growth rate during regime $R$, and $\epsilon_t$ is an error term drawn from a common distribution across regimes. As before, the data are taken from the Penn World Tables 6.1.

Since the Bai and Perron structural break method relies on asymptotic tests, we have undertaken a Monte Carlo exercise to assess the method in small samples. In particular, we model a growth process with forty years of data, an autocorrelation parameter of 0.1 (similar to what is present in actual growth data), and structural mean shifts equal to 0.5, 1, and 2 times the standard deviation in the error term. We find that a single break 2 standard deviations in size will be detected 91% of the time, but a single break 0.5 standard deviations in size will be detected only 24% of the time. The method is therefore conservative in detecting breaks, capturing only major accelerations and collapses, as opposed to every growth turnaround suggested by figure 1. We also find that the size of the test is appropriate in small samples; a test with 10% asymptotic size produces false positives in about 11% of the cases.

Using the Bai and Perron method, we detect a total of 73 structural breaks in 48 of the 125 countries that have at least twenty years of Penn World Table data. We classify these breaks as either “up-breaks” or “down-breaks” depending on whether the average growth rate in...
the regime after the break is above or below the average growth rate before. Table 2 lists the countries and years with structural growth breaks. The majority of the detected breaks coincide with well-known historical examples, such as China in 1978 and Côte d’Ivoire in 1979. Given the low power of the Bai and Perron test for detecting relatively small changes in growth rates, this list is not meant to be exhaustive, but rather to provide a set of dates where growth transitions happened with very high probability that we can use for further analysis.6

We detect slightly more down-breaks than up-breaks (43 down-breaks versus 30 up-breaks). Structural breaks are found in all regions of the world and in all decades, although there is an unusual propensity for down-breaks in the 1970s, which is consistent with the large literature on the 1970s slowdown in the OECD.7 We detect fewer breaks in very poor countries (0.8% of country-years in the poorest third of countries as ranked by 1960 income, as opposed to 1.5% of

6 The fact that the Bai and Perron technique primarily detects very large breaks (1–2 standard deviations of the annual growth rate) may explain why several examples discussed by Hausmann et al. (2005), such as India in 1982 and Chile in 1986, are not detected by this method. However, as shown in Jones and Olken (2005a), our qualitative results characterizing growth transitions appear robust to a variety of alternative methods of identifying break dates.

7 See, for example, Griliches (1980) and Wolff (1996).
b. Coincident Changes during Growth Transitions

Given these structural breaks in growth, we can examine changes in macroeconomic and institutional variables that appear coincident with these changes. The purpose of this section is not to make statements about the direction of causality between the variables examined here and the dramatic changes in growth we observe; rather, by examining how other variables change during these transitions, we will be able to further our understanding of what these events actually entail.

For each variable considered, Table 3 presents a number of statistics. For both up-breaks and down-breaks, we report the mean change in the variable across the break and the p-value from a t-test of the hypothesis that the variable does not change across the break. We calculate the change as the difference between the mean value in the prior growth regime with the mean value in the posterior growth regime. For each variable considered, we also report the p-value from a test of whether up-breaks and down-breaks are symmetric. Specifically, we test the null hypothesis that the average change across an up-break is equal in magnitude and opposite in sign to the average change across a down-break.

We begin by examining changes in the growth rate of the capital stock. The growth rate of the capital stock is computed using the perpetual inventory method with investment data from the Penn World Tables, assuming a depreciation rate of 7%. As can be seen in table 3, up-breaks are associated with relatively small, and not statistically significant, increases in the growth rate of capital. By contrast, down-breaks are associated with much larger decreases in the growth rate of capital. Using a standard growth accounting framework, one can further show that changes in capital accumulation explain only 7% of the increase in growth during up-breaks but 32% of the decrease in growth during down-breaks. Although the implied large role for TFP in explaining growth transitions may not be surprising given other results in this literature (for example, Klenow & Rodriguez-Clare, 1997; Hall & Jones, 1999; Hsieh, 2002; and Caselli, 2005), what is surprising here is the asymmetry between up-breaks and down-breaks, with TFP playing a relatively larger role in up-breaks and changes in capital accumulation playing a relatively larger role in down-breaks. Analyzing capital growth alternatively

## Table 3.—Characterizing Growth Transitions

<table>
<thead>
<tr>
<th></th>
<th>UP-BREAKS</th>
<th>DOWN-BREAKS</th>
<th></th>
<th>UP-BREAKS</th>
<th>DOWN-BREAKS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Change Across Break</td>
<td>One-Sample Test</td>
<td></td>
<td>Change Across Break</td>
<td>One-Sample Test</td>
</tr>
<tr>
<td></td>
<td>Mean Change</td>
<td>Standard Error</td>
<td>P-value</td>
<td>Obs.</td>
<td>Mean Change</td>
</tr>
<tr>
<td>Growth in GDP per capita</td>
<td>0.068***</td>
<td>0.009</td>
<td>0.000</td>
<td>30</td>
<td>-0.060***</td>
</tr>
<tr>
<td>K (Capital p.c.)</td>
<td>0.014</td>
<td>0.012</td>
<td>0.238</td>
<td>30</td>
<td>-0.046***</td>
</tr>
<tr>
<td>E (Electricity consumption p.c.)</td>
<td>0.016</td>
<td>0.010</td>
<td>0.112</td>
<td>17</td>
<td>-0.059***</td>
</tr>
<tr>
<td>Trade shares (% GDP)</td>
<td>12.2***</td>
<td>3.4</td>
<td>0.001</td>
<td>30</td>
<td>2.0</td>
</tr>
<tr>
<td>Exports</td>
<td>12.8**</td>
<td>5.2</td>
<td>0.020</td>
<td>30</td>
<td>0.4</td>
</tr>
<tr>
<td>Imports</td>
<td>25.1***</td>
<td>8.3</td>
<td>0.005</td>
<td>30</td>
<td>2.5</td>
</tr>
<tr>
<td>Exports − imports</td>
<td>-0.6</td>
<td>2.9</td>
<td>0.837</td>
<td>30</td>
<td>1.6</td>
</tr>
<tr>
<td>Terms of trade (% change)</td>
<td>6.48</td>
<td>12.2</td>
<td>0.599</td>
<td>30</td>
<td>-2.38</td>
</tr>
<tr>
<td>Prices (growth in)</td>
<td>GDP deflator</td>
<td>-0.038</td>
<td>0.044</td>
<td>0.400</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Nominal exchange rate</td>
<td>-0.010</td>
<td>0.042</td>
<td>0.814</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>Real exchange rate</td>
<td>0.013</td>
<td>0.017</td>
<td>0.445</td>
<td>19</td>
</tr>
<tr>
<td>War (level)</td>
<td>-0.108</td>
<td>0.176</td>
<td>0.547</td>
<td>28</td>
<td>0.185</td>
</tr>
<tr>
<td>Internal conflict</td>
<td>-0.072</td>
<td>0.152</td>
<td>0.641</td>
<td>28</td>
<td>0.275**</td>
</tr>
<tr>
<td>Institutions (level)</td>
<td>Democracy (POLITY2)</td>
<td>0.043</td>
<td>0.041</td>
<td>0.300</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Rule of law</td>
<td>0.083</td>
<td>0.054</td>
<td>0.160</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Corruption</td>
<td>0.018</td>
<td>0.054</td>
<td>0.746</td>
<td>10</td>
</tr>
</tbody>
</table>

Notes: Results are for regime averages before and after structural growth breaks. As described in the text, the democracy variable has been purged of worldwide year dummies before constructing the changes listed in the table. Results for immediate five-year periods before and after breaks are qualitatively similar. Significance at the 10 percent, 5 percent, and 1 percent level is denoted by *, **, and *** respectively.

8 For up-breaks, the mean length of the growth regimes is 13.3 years prior to the break and 16.7 years after the break. For down-breaks, the mean regime length is 19.7 years (prior) and 18.4 years (after). Performing the calculations using five-year periods before and after the break produces very similar results (see Jones & Olken, 2005a, for more details).

9 By contrast, Hausmann, Pritchett, and Rodrik (2005) argue that investment increases during growth accelerations. Our data and their data are in fact similar regarding investment, but we have a different interpretation. While investment does increase somewhat with up-breaks, it is a very modest increase that can explain very little of the acceleration, as shown through our growth accounting exercise.

10 This calculation is made under the standard assumptions that factors are paid their marginal products, that output is fully exhausted in factor payments, and that the capital share is 0.33. During up-breaks, growth increases by 6.8 percentage points, whereas capital accumulation increases by 1.4 percentage points. This implies a capital contribution of 0.33 × 1.468.8 = 0.07. Full calculations can be found in the working-paper version of this paper (Jones & Olken, 2005a).

11 The modest role of capital in accelerations also appears when we limit the analysis to accelerations that do not follow prior collapses. For example, excluding growth up-breaks that come ten years or less after a down-break, we find that capital explains only 11% of the acceleration.
using data on electricity consumption, which allows one to additionally incorporate capital utilization effects (and avoid the potentially unreliable aggregate investment data), produces very similar results.\footnote{Electricity consumption helps capture both the size and the utilization of the capital stock. Moreover, electricity consumption and the capital stock are linearly related in cross-country data. Thus the growth rate of electricity consumption may serve as a useful proxy measure for growth in capital.}

Given that most of the changes—particularly with up-breaks—appear associated with TFP rather than factor accumulation, we next consider international trade behavior as a type of economic activity that may suggest efficiency gains through resource reallocation. Table 3 shows that in fact the trade share of GDP rises substantially with up-breaks, by about 25\% over the regime average. This large increase in international trade is due, in equal parts, to expanding shares of both exports and imports, with no shift in the trade balance. Meanwhile, growth collapses show no systematic changes in the trade share. Table 3 further shows that terms of trade changes are modest, suggesting that trade liberalizations are a more likely driver of the income expansions than the luck of international prices.\footnote{Furthermore, we find that 23\% of up-breaks (7 of 30) experienced a permanent trade liberalization, as defined by Sachs and Warner (1995), within five years before or after the break. By contrast only 2\% (1 of 43) of down-breaks were associated with a permanent trade liberalization within five years before or after the break.}

The dramatic increase in trade during accelerations provides additional evidence that changes in the allocation of resources lie behind the changes in growth during accelerations.

Finally, it is also useful to consider how other important variables behave around these events. We consider three types of variables—the country’s monetary policy (measured by the growth rate in the GDP deflator, nominal exchange rate, and real exchange rate), the level of conflict (measured from the PRIO data set from Gleditsch et al., 2002), and the country’s institutions (measured by the Rule of Law and Corruption variables described in Barro, 1999, and a democracy measure, POLITY2, as described in Marshall & Jaggers, 2004).

The most striking result is that down-breaks are closely associated with substantial increases in monetary instability. Of 39 down-breaks in the sample with data, 33 show increases in inflation.\footnote{Note that the typical contraction would present deflationary pressures rather than inflationary ones, which suggests that the inflationary price instability is more likely to be a cause than a consequence of the contraction.} Unstable prices are further reflected in large nominal exchange rate devaluations. By contrast, only two (Mexico and Indonesia) of 23 up-breaks are associated with substantial declines in inflation, and there is little movement in exchange rates. Further asymmetry appears with military conflict, which increases around down-breaks, while there is only a mild (and statistically insignificant) decrease in average conflict for up-breaks.

We find no statistically significant changes in the institutional measures associated with either up-breaks or down-breaks, whether we measure corruption, rule of law, or democracy.\footnote{The democracy results in table 3 are reported net of common (world-wide) time fixed effects, because there is a background trend toward democracy in the Polity IV data.} Conversely, however, political institutional measures do predict structural breaks in growth. The baseline probability of structural breaks is 70% higher during political institutional measures associated with either up-breaks or down-breaks, while political institutional measures do predict structural breaks in growth. The baseline probability of structural breaks is 70% higher during political institutional measures associated with either up-breaks or down-breaks, whether up-breaks or down-breaks.

The results suggest that growth accelerations and decelerations are asymmetric. Accelerations show very little increase in investment, and are associated with substantial increases in trade. Meanwhile, declines in growth are associated with declines in investment, increasing inflation, devaluation and, in several cases, a rise in internal conflict. The results suggest that the roads into and out of rapid growth expansions are both well trodden, but they are different roads.
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Abstract—Traditional explanations for indirect trade through an entrepôt focus on savings in transport costs and the role of specialized agents in processing and distribution. We provide an alternative perspective based on the potential for entrepôts to facilitate tariff evasion. Using data on direct exports to mainland China and indirect exports via Hong Kong SAR, we find that the indirect export rate rises with the Chinese tariff rate, despite the absence of any legal tax advantage to sending goods via Hong Kong SAR. We present several robustness tests to rule out plausible alternative hypotheses based on existing explanations for entrepôt trade.

I. Introduction

Indirect trade through an entrepôt is a common phenomenon in world commerce. For example, for every $100 that the United States exports to mainland China, approximately $23 goes through Hong Kong SAR. Globally, indirect trade as a share of the total trade is estimated to be around 17% (Andriamananjara, Arce, & Ferrantino, 2004). There are approximately thirty countries that are involved in a significant amount of indirect trade. Macao, Cyprus, Fiji, Senegal, Jordan, Armenia, Seychelles, Honduras, Benin, Montserrat, St. Lucia, and Singapore are some of the other prominent entrepôts through which indirect trade takes place.

Explanations in the literature for this high volume of indirect trade have focused on the presence of specialized agents that match buyers and sellers across markets (Feenstra & Hanson, 2004) and the economization of transport costs, which has a similar rationale to the hub-and-spoke pattern in airline traffic (Andriamananjara et al., 2004). These factors are undoubtedly responsible in part for the high rates of indirect trade. In this paper, we propose an alternative, previously undocumented explanation: the use of entrepôt economies to facilitate tariff evasion. As in the traditional argument for indirect trade, the evasion-based explanation posits a role for specialized agents that are better positioned to transport goods to their final destinations. In our explanation, the agents’ advantage is in transporting goods without paying the required tariffs.¹

This explanation has been made casually in the policy arena; most recently, the UNCTAD Trade and Development Report (2005) speculates that tariff evasion may be responsible for the rise in entrepôt trade. Further, there are also anecdotal accounts of this role of trade intermediaries. For example, a report from the United States Department of Agriculture describes the “unofficial channels” that are used to export food products to China: “Using unofficial channels, to bring in a 40-foot container of imported fresh fruit from Hong Kong to one of the cities in the Pearl River Delta costs approximately $4,000 to $6,000. This amount is usually much less than the price paid when using official channels” (USDA, 1997). However, there exists no systematic evidence on the use of entrepôt trade for tariff evasion purposes.

We examine this hypothesis in the context of Hong Kong SAR, the world’s largest entrepôt economy, where trade was 259% of GDP in 1998 (Feenstra & Hanson, 2004), and a common stopping point for goods both entering and leaving from mainland China. Since Hong Kong is legally a separate customs area, the identical Chinese tariff schedule is applied to imports from Hong Kong as to those from other economies during our sample period. In other words, there is no legal tax advantage of sending goods to China via Hong Kong.²

¹ As such, we hypothesize that the evasion-motivated indirect trade is likely to be particularly important for exports to countries with high tariffs and weak public governance. We intend to test this conjecture in future work.

² Since January 1, 2004 (outside our sample), China has reduced tariff rates to 0 on many direct imports from Hong Kong. MFN rates continue to apply to indirect imports from other countries passing through Hong Kong.