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Abstract—We develop dynamic binary probit models and apply them for predicting U.S. recessions using the interest rate spread as the driving predictor. The new models use lags of the binary response (a recession dummy) to forecast its future values and allow for the potential forecast power of lags of the underlying conditional probability. We show how multiperiod-ahead forecasts are computed iteratively using the same one-period-ahead model. Iterated forecasts that apply specific lags supported by statistical model selection procedures turn out to be more accurate than previously used direct forecasts based on horizon-specific model specifications.

I. Introduction

What is the probability of a recession a month ahead or a year ahead? This is an important question for central bankers, entrepreneurs, and consumers who make their current decisions on the basis of what they predict will happen to the economy in the future. There is a great body of recent empirical research indicating that financial variables such as the interest rate spread and stock prices provide useful information about whether the U.S. economy will be in a recession between one and eight quarters ahead (for example, Estrella & Mishkin, 1998; Dueker, 1997).

Much of the earlier evidence is based on analyses where the probability of a recession in a given number of quarters ahead is modeled by a probit model in which current values of selected financial variables are used as regressors. In addition to this static modeling approach, where no information about the current or past state of the economy is exploited in predicting future recessions, some papers discuss and apply dynamic models where lagged values of the recession indicator are also included in the probit function (for example, Dueker, 1997; Moneta, 2003). Recently, Chauvet and Potter (2005) have applied even more general specifications of the probit model that allow for autorelated errors and multiple break points across business cycles (see also Dueker, 2005).

This paper extends the methodology of modeling and forecasting binary time series in a variety of ways. We develop a unified model framework that accommodates most previously analyzed dynamic binary time series models as special cases. Within this framework we then consider new model variants with richer forms of dynamics than previous ones. In one of the extensions the conditional probability of the binary response can also depend on its lagged values, not only on lagged values of the binary response itself. In another extension the impact of explanatory variables may depend on a lagged value of the binary response, that is, on a previous state of the economy. Parameters of all these models can be straightforwardly estimated by a maximum likelihood (ML) procedure described in the paper. Formulas for computing misspecification-robust standard errors are also provided.

We also develop alternative forecasting approaches for our new model variants. The central issue here is how to deal with multiperiod-ahead forecasts. In time series literature, two approaches have commonly been considered to obtain multiperiod-ahead forecasts of continuous variables. One is to compute “direct” multiperiod-ahead forecasts. Irrespective of the forecast horizon, a (typically) one-period-ahead model is always estimated in this approach and forecasts are computed iteratively for the desired number of periods. For this latter approach, which, to the best of our knowledge, has previously not been applied to binary time series models, formulas of the forecast functions are derived in the paper.

We apply our methodology to forecast recessions in the United States and compare different models and different forecasting procedures in terms of in-sample and out-of-sample performance. The results show that dynamic probit models outperform their static counterparts. Comparisons among different dynamic specifications indicate that models with lagged values of the binary response yield more accurate forecasts of U.S. recessions than models where dynamics enter only through a lagged probit probability. Like in recent studies on predicting continuous macroeconomic variables, we find that iterated multiperiod-ahead forecasts are better than direct forecasts based on horizon-specific model specifications. In all models, the interest rate spread is an important predictor, but as a new result we find that the choice of its lag order can have a substantial impact on forecasting accuracy. According to our results, it is better to apply specific lags supported by statistical model selection procedures rather than use lags that match the forecast horizon. As in previous studies, we also find that the 1990/91 and the 2001 recessions were hard to predict with any model.

The rest of the paper is organized as follows. The employed framework for dynamic binary time series models is introduced in section II and the related ML estimation and
forecasting procedures are described in sections III and IV, respectively. The empirical application of the paper is presented in section V. Section VI concludes.

II. Model

Consider the stochastic processes \( y_t \) (scalar) and \( x_t \) \((k \times 1)\) of which \( y_t \) is binary valued, that is, takes on only the values 0 and 1. We are interested in dynamic modeling of \( y_t \) using \( x_t \) as a vector of explanatory variables. Let \( \mathcal{F}_t = \sigma\{ (y_s, x_s), s \leq t \} \) be the information set available at time \( t \) and assume that, conditional on \( \mathcal{F}_{t-1}, y_t \) has a Bernoulli distribution with probability \( p_t \) or, in symbols,

\[
y_t | \mathcal{F}_{t-1} \sim B(p_t).
\]

(1)

Our aim is to model the conditional probability \( p_t \). The standard way to do this is to use a monotonically increasing transformation function \( \Phi \) and assume the relation \( p_t = \Phi(\pi_t) \) where \( \pi_t \) is specified as a linear function of variables in \( \mathcal{F}_{t-1} \). The function \( \Phi \) is chosen to be the cumulative distribution function of a standard normal distribution or a logistic distribution. The former assumption leads to the probit model and the latter to the logit model. In our empirical application the probit model is used but, in principle, any twice continuously differentiable cumulative distribution function could be employed.

Now consider specifying the generation mechanism of the conditional probability \( p_t \) or, equivalently, that of \( \pi_t \). The most commonly used dynamic specification assumes that

\[
\pi_t = \sum_{j=1}^{q} \delta_j y_{t-j} + x'_{t-1} \beta.
\]

(3)

Of course, lagged values of the explanatory variables may be included in the vector \( x_{t-1} \) so that there is no need to make them explicit in the notation.

There are (at least) two conceivable ways to extend the previously used specification (3). First, one may add lagged values of \( \pi_t \) linearly to the right-hand side and thereby allow for richer dynamics in the process \( \pi_t \) and hence in the conditional probability \( p_t \). If many lagged values of the explanatory variables and the binary variable are needed in the standard dynamic specification (3), this may provide a more parsimonious and, therefore, preferable alternative. We shall return to this point in section IV when we discuss the use of our models for forecasting. The second extension is based on the idea that the impact of the explanatory variables may depend on a lagged value of the binary variable \( y_t \). For instance, the impact of the interest rate spread on the recession indicator may be asymmetric and differ during recession and expansion periods, and this feature may be advantageous to take into account in forecasting. A specification that accommodates both of these two extensions is

\[
\pi_t = \sum_{j=1}^{q} \alpha_j \pi_{t-j} + \sum_{j=1}^{q} \delta_j y_{t-j} + x'_{t-1} \beta + y_{t-1} \gamma'_{t-1} \gamma.
\]

(4)

We note that, as part of their price movement model, Rydberg and Shephard (2003) consider a somewhat similar specification without the interaction term \( y_{t-1} \gamma'_{t-1} \gamma \). Their GLARMA binary model (with exogenous variables) assumes that

\[
\pi_t = x'_{t-1} \beta + g_t, \quad g_t = \sum_{j=1}^{p} \alpha_j g_{t-j} + \sum_{j=1}^{p} \delta_j y_{t-j}.
\]

The statistical analysis of our dynamic binary response models is based on traditional ML procedures. It is worth noting, however, that one could also consider using a Bayesian approach, which has recently gained popularity when the model is used for real-time forecasting. We refer to Geweke and Whiteman (2006) for an overview of Bayesian forecasting and its potential advantages. Chauvet and Potter (2005) applied a Bayesian approach to a dynamic probit model in which an underlying latent variable is regressed on its lagged value and an exogenous regressor (interest rate spread). A practical difficulty with this model is that ML estimation is complicated, requiring multiple integration over the unobserved lagged variable. The authors used a Bayesian technique based on the Gibbs sampler. The needed computations can be quite extensive. For instance, obtaining estimates and forecasts with their most complicated model took around four hours (see their footnote 20). The dynamic formulation put forward in this paper avoids such complications. As will be seen in the following two sections, the computation of ML estimates requires only a straightforward application of standard numerical methods, and forecasts can be obtained from explicit formulas.

III. Parameter Estimation

Suppose we have observed the processes \( y_t \) and \( x_t \) for \( t = 1, \ldots, T \) and that \( q \) initial values \( y_{-q+1}, \ldots, y_0 \) are also

\[ \text{Note: Footnote 2 is not directly translatable and requires contextualization for full understanding.} \]

\[ \text{Note: Footnote 3 is not directly translatable and requires contextualization for full understanding.} \]
available. Define the parameter vector \( \theta = [\alpha \delta \beta \gamma]' \) where \( \alpha = [\alpha_1 \cdots \alpha_p]' \) and \( \delta = [\delta_1 \cdots \delta_q]' \). Then the log likelihood function (conditional on initial values) has the form
\[
I(\theta) = \sum_{t=1}^{T} l_i(\theta) = \sum_{t=1}^{T} [y_i \log \Phi(\pi_i(\theta)) + (1 - y_i) \log (1 - \Phi(\pi_i(\theta)))],
\]
where \( \pi_i(\theta) \) is given by the right-hand side of equation (4) or its restricted version (3). When the more general specification (4) is used, a choice for the initial values \( \pi_{-p+1}, \ldots, \pi_0 \) is needed. We choose these by using formulas that can be interpreted as estimates of the unconditional mean of \( \pi_t \). For example, when \( p = q = 1 \), we set \( \pi_0 = (\delta \bar{y} + \bar{x} + \bar{\gamma} y)/(1 - \alpha_1) \), where a bar is used to signify the sample mean of the indicated variables.

The maximization of the likelihood function is clearly a highly nonlinear problem but can be straightforwardly carried out by standard numerical methods. In the case of the specification (3), de Jong and Woutersen (forthcoming) showed that, under appropriate regularity conditions, the conventional large sample theory applies to the ML estimator of the parameter vector \( \theta \), denoted by \( \hat{\theta} \). The assumed regularity conditions include stationarity of the explanatory variables and correctness of the assumed probit specification. The obtained result reads as
\[
T^{1/2}(\hat{\theta} - \theta_0) \overset{d}{\rightarrow} N(0, \hat{J}(\theta_0)^{-1}),
\]
where \( \hat{J}(\theta_0) = \frac{1}{p} \lim_{T \to \infty} T^{-1} \sum_{t=1}^{T} (\partial l_i(\theta)/\partial \theta)(\partial l_i(\theta)/\partial \theta)' \).

We use this result also in the case of the more general specification (4), although no formal proof of its validity is presently available. The same remark applies to the asymptotic results discussed below. As in de Jong and Woutersen (forthcoming), the development of a rigorous asymptotic estimation theory for our general dynamic model would first require obtaining appropriate mixing results or equivalent, a task beyond the scope of this paper.

De Jong and Woutersen (forthcoming) note that their results on ML estimation can be extended to the case where the employed probit specification does not hold but, for instance, a logit model would be correct. There is also another kind of misspecification that may result when the model is used for forecasting, as is done in this paper. Specifically, suppose that at time \( t \) the purpose is to forecast the value of \( y_{t+h} (h \geq 1) \). This requires forecasting the explanatory variables. However, one may be unwilling to build a forecasting model for the explanatory variables but, as an alternative, one modifies the specification (3) or (4) by replacing \( x_{t-1} \) by \( x_{t-h} \) (cf. Estrella & Mishkin, 1998). A similar approach may be applied to lagged values of \( y_t \).

Thus, if the data-generation process is given by equation (3) or (4) such modified models are misspecified when \( h > 1 \).

Motivated by the preceding discussion we also consider the standard extension of equation (5) given by
\[
T^{1/2}(\hat{\theta} - \theta_0) \overset{d}{\rightarrow} N(0, \hat{J}(\theta_0)^{-1} \hat{J}(\theta_0) \hat{J}(\theta_0)^{-1}),
\]
where \( \hat{J}(\theta_0) = \frac{1}{p} \lim_{T \to \infty} T^{-1} \sum_{t=1}^{T} (\partial l_i(\theta)/\partial \theta)(\partial l_i(\theta)/\partial \theta)' \) and \( \theta_0 \) is a value in the parameter space of \( \theta \) assumed to maximize the probability limit of \( T^{-1} I(\hat{\theta}) \) (for details, see section 9.3 of Davidson, 2000). In the case of a correctly specified model we have \( \hat{J}(\theta) = \hat{J}(\theta_0) \), and consistent estimators of this matrix are given by both \( T^{-1} \sum_{t=1}^{T} (\partial l_i(\hat{\theta})/\partial \theta)(\partial l_i(\hat{\theta})/\partial \theta)' \) and
\[
\hat{J}(\hat{\theta}) = T^{-1} \sum_{t=1}^{T} (\partial^2 l_i(\hat{\theta})/\partial \theta \partial \theta)' .
\]

In the case of a misspecified model the estimator \( \hat{J}(\hat{\theta}) \) still estimates the matrix \( \hat{J}(\theta_0) \) consistently, but consistent estimation of the matrix \( \hat{J}(\theta) \) is more complicated. For simplicity, denote \( \partial l_i(\hat{\theta})/\partial \theta = \hat{d}_t \). Then a general estimator is given by
\[
\hat{J}(\hat{\theta}) = T^{-1} \left( \sum_{t=1}^{T} \hat{d}_t \hat{d}_t' + \sum_{j=1}^{T} w_{T_j} \sum_{t=j+1}^{T} (\hat{d}_{t-1} \cdots \hat{d}_{t-j} \cdots \hat{d}_{t+1}) \right),
\]
where \( w_{T_j} = k(j/m_T) \) for an appropriate function \( k(x) \) referred to as a kernel function. The quantity \( m_T \) is the so-called bandwidth, which for consistency is assumed to tend to infinity with \( T \) but at a slower rate. In our empirical application we use the Parzen kernel function (see Davidson, 2000, p. 227) and, following the suggestion of Newey and West (1987), we select \( m_T \) according to the rule \( m_T = \text{floor}(4(T/100)^{2/9}) \), where the function \( \text{floor}(x) \) rounds \( x \) to the nearest integer less than or equal to \( x \) (cf. Eviews, 2004, p. 457).

Using the estimators \( \hat{J}(\hat{\theta}) \) and \( \hat{J}(\hat{\theta}) \) in conjunction with the asymptotic results (5) and (6) one can construct standard Wald tests for hypotheses on the parameter vector \( \theta \). In particular, approximate standard errors for the components of the ML estimator \( \hat{\theta} \) can be obtained in the usual way from the diagonal elements of the matrix \( \hat{J}(\theta_0)^{-1} \hat{J}(\theta_0) \hat{J}(\theta_0)^{-1} \) or, if a correct specification is assumed, from the diagonal elements of the matrix \( \hat{J}(\theta_0)^{-1} \).

IV. Forecasting Procedures

Our intention is to forecast U.S. recessions, a binary variable that equals 1 if there is a recession, and 0 otherwise. We examine and compare the predictive performance of alternative model specifications, all embedded in the general model given by equations (1), (2), and (4). In this section, we introduce the models employed in our empirical
application and the corresponding forecast functions, one at the time.

Previous literature has examined the predictive content of several financial variables for future recessions. In general, the interest rate spread has proved to be the most useful variable for predicting U.S. recessions (for example, Estrella & Mishkin, 1998; Dueker, 1997). Estrella and Mishkin (1998) point out that, even if many financial variables result in a relatively good in-sample fit, in most cases, a parsimonious probit model with the interest rate spread as the sole predictor tends to produce the most accurate out-of-sample predictions of U.S. recessions. Due to its dominant predictive power we only use the interest rate spread (and a constant term) in our forecasting models. This also enables us to focus on examining the predictive performance of different models, not of different variables. Henceforth, let $y_t$ denote the recession indicator and $x_t$ the value of the interest rate spread (see the subsequent section for precise definitions and data sources).\(^3\)

In the mean square sense, an optimal $h$ quarters ahead forecast of $y_t$ based on information at time $t - h$ is the conditional expectation $E_{t-h}(y_t) = P_{t-h}(y_t = 1)$. By the law of iterated conditional expectations and the relations in equation (2), we have

$$E_{t-h}(y_t) = E_{t-h}(P_{t-h}(y_t = 1)) = E_{t-h}(\Phi(\pi_t)), \quad (7)$$

where, and also henceforth, $\Phi$ is the cumulative distribution function of the normal distribution and $\pi_t$ is determined by the considered specification. This relation will be used in the subsequent discussion.

A. Static Forecasting

The benchmark forecasts are obtained from the static binary probit model, which assumes that the conditional probability in equation (2) is given by

$$P_{t-l}(y_t = 1) = \Phi(\omega + \beta x_{t-l}), \quad (8)$$

where $k$ is the employed lag order of the interest rate spread. In practice, one may wish to choose $k \geq h$, where $h$ is the forecast horizon, because then the employed value of the spread is known at the time of forecasting, that is, at time $t - h$. Indeed, from equation (7) it is seen that the corresponding $h$-quarters-ahead forecast is given directly by the right-hand side of equation (8). In previous studies on forecasting U.S. recessions it has been common to choose the most recent value of the interest rate spread by setting $k = h$. This means that the employed lag of $x_t$ is tailored to match the forecast horizon. Obviously, this approach only provides a correct specification and optimal forecasts for one value of $h$. Our empirical application demonstrates that such an artificial lag order selection procedure may lead to very poor forecasts, and that better results can be obtained by using lags supported by statistical model selection procedures.

The limitation of specification (8) is its static nature, which means that the same $h$-quarters-ahead forecast is obtained independently of whether the economy is in recession or not, that is, whether $y_{t-h} = 1$ or $y_{t-h} = 0$. The dynamic model framework of section II offers several possible specifications for predicting future recessions that use information about the current and past states of the economy.

B. Dynamic Forecasting

First consider a specification in which the static probit model is augmented by using a lagged value of the recession indicator as an additional regressor. This model, referred to as dynamic probit, assumes that the conditional probability in equation (2) equals

$$P_{t-l}(y_t = 1) = \Phi(\omega + \delta y_{t-l} + \beta x_{t-l}), \quad (9)$$

where, by equation (7), the right-hand side gives the one-quarter-ahead forecast based on information at time $t - 1$ (provided that $k \geq 1$). As in section II, more than a single lag of the recession indicator could be employed. We shall not consider that extension to simplify exposition and because no evidence of its need was found in our empirical application.

Now suppose one wants to forecast several quarters ahead. There are two basic ways to do that. One can use a direct forecast based on the assumption that, instead of equation (9), the conditional probability in equation (2) is given by

$$P_{t-l}(y_t = 1) = \Phi(\omega + \delta y_{t-l} + \beta x_{t-l}). \quad (10)$$

Under the condition $l, k \geq h$, one again sees from equation (7) that the right-hand side gives “directly” the $h$-step-ahead forecast made at time $t - h$, so the forecast depends on only the values of the recession indicator and the interest rate spread that are known at the time of forecasting.\(^4\) Dueker (1997) applied model (10) by choosing $l = k = h$. In this approach, the employed model is again horizon specific, and a correct specification and optimal forecasts can only be obtained for one value of $h$.

The other possibility is to use an iterative approach in which the lag order of the recession indicator need not be

\(^3\)The forecast formulas presented in this section and the appendix can be used in an obvious way when more than a single explanatory variable is used.

\(^4\)When recessions are predicted in practice, one must account for the fact that the value of the recession indicator becomes known with a delay. Thus, the present forecasting setup should be thought of as one of predicting unknown values, whether past, current, or future, using the most recent observations of the recession indicator. This means that, in spite of the delay, our forecasting formulas can be used as such if only the date of forecasting is chosen to be the date in the recent past where the value of the recession indicator can be assumed known. See section V for an application.
related to the forecast horizon. For example, the $h$-quarters-ahead forecast can be based on the assumption that the conditional probability in equation (2) is given by the right-hand side of equation (10) with $y_{t-h}$ replaced by $y_{t-1}$ (that is, model (9)). This makes the computation of the forecasts more difficult than in the direct approach. Forecasts made at time $t-h$ require evaluating

$$E_{t-h}(y_t) = E_{t-h}(\Phi(\omega + \delta y_{t-1} + \beta x_{t-k}))$$

(see equation (7)). Thus, the problem is similar to that in forecasting several steps ahead in conventional nonlinear autoregressive models (see Tong, 1990, p. 346). However, unlike in many nonlinear autoregressions the binary nature of the response variable makes it possible to compute forecasts explicitly. For instance, consider the case $h = 2$. From the preceding equation one obtains

$$E_{t-2}(y_t) = \sum_{y_{t-1} \in \{0,1\}} P_{t-2}(y_{t-1})\Phi(\omega + \delta y_{t-1} + \beta x_{t-k}),$$

(12)

where

$$P_{t-2}(y_{t-1}) = \Phi(\omega + \delta y_{t-2} + \beta x_{t-k-1})^{y_{t-1}} \times [1 - \Phi(\omega + \delta y_{t-2} + \beta x_{t-k-1})]^{1-y_{t-1}}$$

gives the conditional probabilities of the two possible outcomes of $y_{t-1}$ given information known at the forecast period. Thus, basically, the forecast takes account of the two possible paths through which we can enter a recession in two periods’ time: either we go through a recession in the quarter between or we don’t. For $h > 2$ the number of possible paths is larger and the situation gets more complicated; this is discussed in the appendix.

Thus, either a direct or an iterative procedure can be used when the forecast horizon is longer than a period, and it is not obvious which one of these two procedures should be employed in practice. A similar problem arises when one forecasts continuous time series with autoregressive models. In the presence of estimation uncertainty, the ranking between the direct and iterative procedures largely depends upon whether the model used in iterative forecasting is close to or far from the true data-generating process. If it is close, iterated forecasts tend to be more efficient than direct forecasts, and vice versa (see Bhansali, 1999). Because the ranking in efficiency between direct and iterative forecasts is theoretically ambiguous, it has proved useful to study their relative forecasting merits empirically (cf. Marcellino, Stock, & Watson, 2006). In our application, iterative forecasts turn out to be clearly superior to direct forecasts.

Next consider forecasts based on a formulation in which the conditional probability in equation (2) is assumed to be given by

$$P_{t-1}(y_t = 1) = \Phi(\omega + \alpha x_{t-1} + \beta y_{t-2}),$$

(13)

where $k \geq h$ is assumed. We label this model specification as autoregressive probit. To obtain $h$-quarters-ahead forecasts based on information at time $t-h$, we need to evaluate

$$E_{t-h}(y_t) = E_{t-h}(\Phi(\omega + \alpha \pi_{t-1} + \beta x_{t-k}))$$

(again, see equation [7]). In this case the required computations are simple for any value of $h$. Using the equation

$$\pi_t = \omega + \alpha \pi_{t-1} + \beta x_{t-k}$$

repetitive substitution yields

$$E_{t-h}(y_t) = E_{t-h}(\Phi(\alpha^h \pi_{t-h} + \sum_{j=1}^{h} \alpha^{j-1}(\omega + \beta x_{t-k+1-j})))$$

$$= \Phi(\alpha^h \pi_{t-h} + \sum_{j=1}^{h} \alpha^{j-1}(\omega + \beta x_{t-k+1-j})), \text{ (14)}$$

where the latter equation is based on the fact that $\pi_{t-h}$ is a function of past values of $x_t$ and the initial value $\pi_0$. Thus, in contrast to the basic static specification (8), forecasts now use information of a series of past values of the interest rate spread. Of course, one could also use several lagged values of the interest rate spread in the basic static specification but, if many lags are really useful for forecasting future recessions, the autoregressive specification may be a better alternative. The reason is that, because of the involved parameter restrictions, the resulting forecasts are based on a more parsimonious model, which may be useful in practice where estimates of parameters have to be used. Indirect support for this is provided by Estrella and Mishkin (1998) who find that, in general, parsimonious models produce the most accurate out-of-sample forecasts of U.S. recessions. However, the autoregressive specification does not directly incorporate information from the lagged values of the dependent variable. For that, lagged values of $y_t$ have to be used too.

Including a lagged recession indicator in the autoregressive specification (13) gives the dynamic autoregressive specification

$$P_{t-1}(y_t = 1) = \Phi(\omega + \alpha \pi_{t-1} + \delta y_{t-1} + \beta x_{t-k}), \text{ (14)}$$

where $k \geq h$ is assumed. At time $t-1$ forecasts one quarter ahead are obtained directly from this equation. For longer forecast horizons, direct forecasts can be computed in the same way as in the case of the autoregressive specification (13). One only needs to change $y_{t-1}$ in equation (14) to $y_{t-k}$. For iterating forecasting the needed formulas are somewhat more complicated than previously, although the principle is still quite straightforward. To see the basic idea, consider forecasting two quarters ahead, assuming $k = 2$. Because now $\pi_t = \omega + \alpha \pi_{t-1} + \delta y_{t-1} + \beta x_{t-2}$, it follows from equation (7) that we have to compute

$$E_{t-2}(y_t) = E_{t-2}(\Phi(\omega + \alpha \pi_{t-1} + \beta x_{t-k})).$$
$E_{t-2}(y_t) = E_{t-2}\Phi(\alpha^2\pi_{t-2} + \delta y_{t-1} + \omega + \beta x_{t-2})$

\[ + \alpha(\delta y_{t-2} + \omega + \beta x_{t-3}) = E_{t-2}\Phi(y_{t-1}), \]

where

\[ \Phi(y_{t-1}) = \begin{cases} 
\Phi(\alpha^2\pi_{t-2} + \omega + \delta + \beta x_{t-2}) & \text{if } y_{t-1} = 1 \\
\Phi(\alpha^2\pi_{t-2} + \omega + \beta x_{t-2}) & \text{if } y_{t-1} = 0,
\end{cases} \]

and use has been made of the fact that $y_{t-1}\tilde{f}_t \sim B(p_{t-1})$ with $p_{t-1} = \Phi(\omega + \alpha\pi_{t-2} + \delta y_{t-2} + \beta x_{t-3})$. Note that $\Phi(y_{t-1})$ is a binary variable with two possible values, $\Phi(1)$ and $\Phi(0)$, that realize with probabilities $p_{t-1}$ and $1 - p_{t-1}$. Thus,

$E_{t-2}(y_t) = p_{t-1}\Phi(1) + (1 - p_{t-1})\Phi(0).$

When the forecast horizon increases the number of possible paths within the forecast period increases. Consequently, the forecast function is more complicated. For details see the appendix.

It is straightforward to formulate the above forecast procedures to allow for the interaction term in equation (4) (i.e., $\gamma \neq 0$). Suppose that, in addition to $p$ and $q$, also $d = 1$, and first assume that $\alpha_1 = 0$, that is, the autoregressive term $\pi_{t-1}$ is not present in equation (4). In direct forecasting one replaces $y_{t-1}$ and $y_{t-1}x_{t-1}$ by $y_{t-h}$ and $y_{t-h}x_{t-h}$, respectively, where $h$ is again a given forecast horizon. The underlying conditional probability is then similar to equation (10) in that the $h$-step-ahead forecast made at time $t - h$ depends on only the known values of the recession indicator, the interest rate spread, and their interaction term at the time of forecasting. In iterative forecasting one always uses $y_{t-1}$ so that, when $\alpha_1 = 0$ is assumed, forecasts made at time $t - h$ require evaluating

$E_{t-h}(y_t) = E_{t-h}\Phi(\omega + \delta y_{t-1} + \beta x_{t-h} + \gamma y_{t-h}x_{t-h})$

\[ = E_{t-h}(\Phi(\omega + (\delta + \gamma x_{t-h})y_{t-1} + \beta x_{t-h})). \]

Notice that this conditional expectation differs from equation (11) only in that the value of the coefficient of $y_{t-1}$ depends on the value of $x_{t-h}$. Modifying the previous iterative $h$-step-ahead forecast to the present case is therefore simple. For example, when $h = 2$, one uses equation (12), but with $\delta$ replaced by the time variant coefficient $\delta + \gamma x_{t-h}$. When the autoregressive term is present in equation (4), this replacement is made in equation (14), after which the formulas presented in the previous paragraph and in the appendix apply without any further change.\(^5\)

\(^{5}\text{Note that the same formulas apply whether } \delta = 0 \text{ or } \delta \neq 0. \)

C. Hitting Times

The above forecasts are based on the conditional probability that the economy is in a recession in period $t$, given information in period $t - h$. In this approach no attention is paid to the particular sequence of values (path) of the recession indicator during periods between $t - h$ and $t$. However, in some cases particular sequences of the recession indicator and their probabilities may also be of interest. For example, Chauvet and Potter (2005) propose forecasting future recessions using what they call hitting probabilities. Basically, a hitting probability is defined as the probability that the economy is hit by a recession no earlier (and no later) than in a given period in the future. More formally, at time $t - h$ the first hitting time to a recession is defined by

$H(t - h) = \min\{\tau \geq 1 : y_{t-h+\tau} = 1\}.$

Thus, if $H(t - h) = k$ we observe the sequence $y_{t-h+k} = 1, y_{t-h+k+1} = \ldots = y_{t-h+1} = 0$ and the associated hitting probability is

$\rho(k, t - h) = P_{t-h}(H(t - h) = k)$

$\quad = P_{t-h}(\{y_{t-h+k} = 1\} y_{t-h+h-1} = 0, \ldots, y_{t-h+1} = 0) (1 - \rho(k - 1, t - h)),$

where $\rho(0, t - h) = 0$, $k = 1, 2, \ldots$

In practice it is usually not relevant to compute probabilities for very remote hitting times. Chauvet and Potter (2005) assume a fixed forecast horizon, say $h$, and compute $\rho(k, t - h)$ for $k = 1, 2, \ldots, h$. An advantage of our model is that such probabilities are easy to compute by modifying the forecast formulas presented above and in the appendix. For example, if $h = 2$ and the conditional probability is specified as

$P_{t-1}(y_{t-1} = 1) = \Phi(\omega + \delta y_{t-1} + \beta x_{t-2}),$

we obtain

$\rho(2, t - 2) = P_{t-2}(y_{t-1} = 0)\Phi(\omega + \beta x_{t-2})$

where

$P_{t-2}(y_{t-1} = 0) = 1 - \Phi(\omega + \delta y_{t-2} + \beta x_{t-3}).$

Notice that the same value of $\rho(2, t - 2)$ can be obtained from the “standard” forecast formula (12) by setting $P_{t-2}(y_{t-1} = 1) = 0$, that is, by ignoring the probability of the path $\{y_{t-1} = 1, y_t = 1\}$. The same principle of ignoring irrelevant paths applies to computing hitting probabilities for any other forecast horizon and model specification presented above. All computations can be performed with explicit formulas and there is no need for (multiple) integration and simulation needed in the autoregressive latent variable probit model of Chauvet and Potter (2005).
V. Empirical Analysis

Our empirical application to forecasting U.S. recessions uses a recession indicator, $y_t$, obtained from the business cycle turning points determined by the National Bureau of Economic Research (NBER).\(^6\) It is important to note that the NBER business cycle turning points are announced with a delay. For example, the most recent turning point (known in September 2006) was the end of recession in November 2001, which was announced as late as in July 2003.\(^7\) Thus, in principle, we do not know for sure whether the next turning point is a past quarter, the ongoing quarter (2006:Q3), or some quarter in the future. Even if there is some uncertainty regarding the current and most recent quarters, we are (and the public is) confident that the U.S. economy was still in expansion in the last quarter of 2005; many observers think it was still so in the second quarter of 2006. To make a safe choice, we regard it as known that the U.S. economy has been in an expansion from November 2001 until the end of 2005. The key predictor, that is, the interest rate spread, $x_t$, is constructed as the difference between the ten-year Treasury bond rate (constant maturity) and the three-month Treasury bill rate (secondary market).\(^8\) Given that these financial variables are available from the second quarter of 1953 and that some observations are needed to initialize their lagged values, our full sample below amounts to cover the period from 1955:Q4 to 2005:Q4. We start by analyzing the in-sample performance of various models.

A. In-Sample Results

Even though we are mainly interested in out-of-sample forecasts it is useful to first compare the in-sample performance of the employed models over the entire sample period. Such comparisons are also performed in a true forecasting situation where the first step is to select a forecasting model out of different alternatives.

We mainly evaluate and compare the in-sample performance of the employed models using the pseudo $R^2$ measure of fit developed by Estrella (1998) (cf. Estrella & Mishkin, 1998).\(^9\) This measure takes on values between 0 and 1 and it can be interpreted in the same fashion as the coefficient of determination in a linear regression. We also made similar comparisons using the Akaike (1973, 1974) information criterion, the Schwarz (1978) Bayesian information criterion, and a variety of specialized probability forecast accuracy measures, like the quadratic probability score and the log probability score that have been used in earlier studies (see Diebold & Rudebusch, 1989). All these measures lead to the same conclusion about the ranking of the employed models, and the same was true when (robust) standard errors (and corresponding $t$-ratios) of the estimated parameters were considered.

As a first cut, table 1 presents the pseudo $R^2$ values for models with two regressors, $y_{t-1}$ and $x_{t-k}$, with selected choices of the lag orders $l$ and $k$. The first row of the table presents results for the static model with the employed lag order of $x_t$ varying between one and six, while the remaining rows present results for the dynamic specification with the chosen lag order of $y_t$ changing between one and six. Among the static models, the one with the fourth lag of $x_t$ has the best in-sample fit. The remaining rows show that the in-sample fit of the static model can be improved clearly by adding the first lag of $y_t$ on the right-hand side, while not that much is gained by using a longer lag of $y_t$. Overall, the results of table 1 indicate that the best in-sample fit is obtained by applying the first lag of $y_t$ and the second lag of $x_t$ as regressors. On the other hand, almost an equal in-sample fit is obtained by replacing the second lag of $x_t$ by its third or fourth lag.

Next we analyze the additional predictive power obtained by including a lag of $\pi_t$, in the regressor set of the models considered in table 1. The pseudo $R^2$ values obtained for these models are displayed in table 2, where the rows again vary according to the employed lag order of $y_t$ (the results of the first row assume the restriction $\delta = 0$) while the columns vary according to the chosen lag order of $x_t$. As in the preceding case, the results indicate that the first lag of $y_t$ is what counts in forecasting its future values and the second, third, and fourth lags of $x_t$ tend to produce the best in-sample fit. We found no evidence that longer lags of $\pi_t$ would improve the in-sample performance of the model.

As a whole, the in-sample results indicate that for each regressor there is just one or a couple of lag order choices

\begin{table}
\centering
\caption{Pseudo $R^2$ Measures of In-Sample Fit for Different Forecasting Models}
\begin{tabular}{cccccccc}
\hline
\textbf{ } & \textbf{1} & \textbf{2} & \textbf{3} & \textbf{4} & \textbf{5} & \textbf{6} \\
\hline
\textbf{--} & .165 & .125 & .189 & .233 & .211 & .121 \\
2 & .105 & .245 & .256 & .252 & .219 & .137 \\
3 & .022 & .133 & .202 & .233 & .231 & .132 \\
4 & .019 & .127 & .192 & .233 & .237 & .176 \\
5 & .029 & .134 & .203 & .250 & .220 & .146 \\
6 & .019 & .125 & .189 & .236 & .213 & .123 \\
\hline
\multicolumn{7}{l}{Notes. The table entries report the pseudo $R^2$ values for the model $P_t, (y_t = \Phi(x_{t-l} + \beta_k y_{t-k} + \epsilon_t))$ with different choices of $l$ and $k$. The results of the first row (denoted by --) are obtained under the restriction $\delta = 0$. All results are computed from the sample 1955:Q4-2005:Q4.}
\end{tabular}
\end{table}

---

\(^6\) We classify a given quarter as the first quarter of a recession period if its first month or the preceding quarter’s second or third month is classified as the NBER business cycle peak, while we classify a given quarter as the last quarter of a recession period if its second or third month or the subsequent quarter’s first month is classified as the NBER business cycle trough. All those quarters that are not included in a recession period are classified as expansion quarters. For the dates of the peaks and troughs see http://www.nber.org/cycles/.

\(^7\) The average announcement delay is about twelve months. See http://www.nber.org/cycles/ for the actual announcement dates.

\(^8\) Source: http://www.federalreserve.gov/releases/h15/data.htm.

\(^9\) Denote by $L_0$ the unconstrained maximum value of the likelihood function $L$ and by $L_0$ the corresponding maximum value under the constraint that all coefficients are 0 except for the constant. The latter model is thought of as a benchmark and the pseudo $R^2$ measure is defined as pseudo $R^2 = 1 - (\log(L_0)/\log(L_1))^2$, where $T$ denotes the sample size (Estrella, 1998).
that produce the most accurate in-sample predictions independent of what lag orders are chosen for the other regressors. This particularly holds for the binary indicator \( y_t \), for which the first lag is clearly superior independent of the employed lags of \( x_t \) and \( \pi_t \). We also found this to be the case in out-of-sample forecasts over different forecast horizons. Recall that in out-of-sample forecasting, the use of the first lag of \( y_t \) entails computing multiperiod-ahead forecasts iteratively, while longer lags of \( y_t \) enable computing the corresponding forecasts directly. Thus, our results clearly indicate that “direct” forecasts based on a horizon-specific lag of \( y_t \) are inferior to “iterative” forecasts based on the first lag of \( y_t \) (numerical examples will be given in the next section in footnote 11).

In the case of the interest rate spread, \( x_t \), we find that, in most cases, the second and fourth lags stand out producing the best or the second best in-sample performance. Thus if one wants to choose a single lag order, one is faced with the question of which one of the two one should use in making out-of-sample forecasts. In practice, the fourth lag of \( x_t \) has the advantage that it allows computing longer forecasts than the second lag, unless one is willing to forecast \( x_t \) itself. We leave the latter possibility for future research. Thus, our subsequent out-of-sample analysis compares \( x_{t-2} \) with \( x_{t-4} \) only in situations where the value of \( x_{t-2} \) is available. We regard the fourth lag of \( x_t \) as the benchmark case, because it allows making longer forecasts than the second lag, and because it is the best choice for the static model.

In what follows we take a closer look at the performance of the four baseline model specifications: their estimation results are summarized in table 3. Column 1 shows the results of the static probit model using the fourth lag of \( x_t \) as the sole regressor. Columns 2–4 present results for different dynamic specifications that each employ the same fourth lag of \( x_t \) as the driving predictor. The model of column 2 induces dynamics through the first lag of \( y_t \), while the one of column 3 is based on the autoregressive formulation and uses the first lag of \( \pi_t \), instead. Column 4 combines the two and includes both \( y_{t-1} \) and \( \pi_{t-1} \) as regressors in addition to \( x_{t-4} \).

Some interesting findings emerge from table 3. First, in each case a negative and statistically significant estimate is obtained for the coefficient of the interest rate spread.\(^{10}\) This is theoretically expected and implies that the interest rate spread has predictive power that does not vanish even if dynamic features are included in the model. Yet, the results indicate that significant additional predictive power may be obtained by allowing for dynamic effects. In particular, the coefficient estimates of the lagged recession indicator are clearly statistically significant in the relevant models (columns 2 and 4). In both models, the likelihood of a recession in the current quarter would be much higher if the economy was already in a recession in the previous quarter than in the case where the economy was in an expansion. The coefficient estimate of \( \pi_{t-1} \) is also significant in the relevant models (columns 3 and 4). Interestingly, it is positive in the pure autoregressive probit model (column 3) but becomes negative when \( y_{t-1} \) is added to the regressor set. The positive estimate seems more natural, because it indicates that the probability of a recession in this quarter is higher, the higher the probability of a recession is in the previous quarter. The estimated negative coefficient in column 4 may indicate that the two variables \( y_{t-1} \) and \( \pi_{t-1} \) interact in a complicated way.

According to the values of the pseudo \( R^2 \) and the employed information criteria, the two models that use \( y_{t-1} \) as a regressor have the best in-sample fit, while the static model has the poorest, and the pure autoregressive model locates somewhere in between. Comparing the two best-fitting models, the Akaike information criterion is in favor of the less restricted specification, while the Schwarz Bayesian information criterion favors the more parsimonious specification without the autoregressive term.

To further illustrate the in-sample performance of different models, figure 1 shows estimated conditional probabilities that the economy is in a recession in a particular quarter given the relevant values of the regressors. These estimates are obtained from the models of table 3. They run from the beginning to the end of the sample and track the actual recession periods (shaded areas) with quite different pat-

\(^{10}\) The robust standard errors are not sensitive to the choice of the bandwidth for the Parzen kernel function.
terns across models. First, notice that the fit of the static model matches rather poorly with the actual recessions. The estimated recession probabilities are more or less above 50% only for the 1974–1975, the 1980, and the 1981–1982 recessions. The pure autoregressive model seems to produce a somewhat similar fit. Compared with these two models, the dynamic models that employ the lagged recession indicator perform much better in that the estimated recession probabilities are much closer to the realized (two) values of the recession indicator.

In summary, the in-sample results indicate that the use of a lagged recession indicator can significantly improve on the in-sample performance of the static model and the pure autoregressive model.

An additional issue is whether the impact of the interest rate spread depends on the current state of the economy or the value of the recession indicator. To study this, we estimated the previous models with the additional regressor $y_{t-1}x_{t-4}$. The coefficient estimate of this regressor turned out to be statistically significant when added in the static specification, but it played no role in models that included the lagged value of the recession variable. These findings indicate that the lagged value of the recession indicator is what counts in forecasting future recessions.

B. Out-of-Sample Results

In this section, we examine the out-of-sample forecasting performance of the model specifications discussed in the previous section. As noted earlier, we must account for the fact that data on recessions become known with a delay. One approach to analyze real forecasting performance is to consider specific forecast situations and make reasonable assumptions about what is known at the time of forecasting. Such assessments are made in a recent paper by Chauvet and Potter (2005) and we do our analysis along these lines too.

As in Estrella and Mishkin (1998), we first consider a series of out-of-sample forecasts obtained from separate samples running from 1955:Q4–1977:Q4 to 1955:Q4–2003:Q4. Using each of the samples at a time, we estimate four models, and make forecasts one to eight quarters ahead from the last observation in the estimation period. For example, if the estimation period is 1955:Q4–1977:Q4, forecasts are made for eight subsequent quarters 1978:Q1–1979:Q4. Consistent with the average announcement delay of the NBER business cycle turning points, we assume that recession dates are known with a lag of one year (four quarters), while the value of the interest rate spread is known in real
time. For example, if the estimation period is 1955:Q4–1977:Q4, the interest rate spread is known up to the quarter 1978:Q4. Therefore, all eight forecasts can be based on the fourth lag of the spread, which is our baseline choice (see previous section).

We use the maximum value of the likelihood function as the main criteria for evaluating out-of-sample forecasts and, to facilitate interpretation, we rescale it into a pseudo $R^2$ in the same way as in the case of the in-sample results in the previous section. Without a firm theoretical justification, Estrella and Mishkin (1998) also use the pseudo $R^2$ measure to evaluate out-of-sample forecasts, and we refer to their paper for a further discussion about the motivation of this approach. We also computed other summary measures of forecasting accuracy such as the quadratic probability score and the log probability score, which have been used in earlier studies (see Diebold & Rudebusch, 1989). However, the conclusions obtained with these alternative measures were the same as with the pseudo $R^2$ and, therefore, are not reported (they are available upon request).

Table 4 summarizes the out-of-sample forecast performance of the employed models. Different models are now listed on different rows, while the columns show results over different forecast horizons. If we compare the baseline specifications (rows 1, 2 and 4-5) based on the fourth lag of $x_t$, the simple dynamic model outperforms its competitors across all forecast horizons, with the minor exception of one-quarter-ahead forecasts for which the more complicated model performs slightly better. However, the simple autoregressive model is superior over longer forecast horizons. The pure autoregressive model produces more accurate out-of-sample forecasts than the static model, but the improvement in accuracy remains smaller than that obtained when the lagged recession indicator is added to the static model. Interestingly, the forecast accuracy of the simple dynamic model remains quite good even over longer forecast horizons, while especially the static model and the pure autoregressive model seem to lose their forecast accuracy rather quickly as the forecast horizon increases.11

In the previous section, we pointed out that a slightly better in-sample fit can be obtained by combining the first lag of the recession indicator with the second lag of the interest rate spread rather than with its fourth lag. To examine the difference between these two choices, the third row of table 4 reports values of the pseudo $R^2$ for the former specification as well. Notice that with the second lag of the interest rate spread we can forecast up to six quarters ahead. Comparing the figures on the second row of table 4 with those on the third row (forecast horizons 1–6) reveals that forecasts based on the second lag of the interest rate spread can be more accurate than obtained with the fourth lag. However, the advantage seems to be limited to one-quarter-ahead and two-quarters-ahead forecasts, while in longer-term forecasts the fourth lag of the interest rate spread performs better. This observation suggests that the fourth lag of the interest rate spread is the most robust single choice.12

The results of table 4 strongly indicate that the apparent serial dependence of the recession indicator can be successfully used to improve recession predictions at least as far as eight quarters ahead. Recall that the underlying dynamic forecasts are based on an iterative procedure, where multi-period-ahead forecasts depend on forecasts of the preceding states. If the model asserts a high probability for a recession in the next quarter, then it does so also for the quarter that follows. This gives some intuition as to why dynamic forecasts can improve static forecasts that do not take previous states (and their serial dependence) into account.

Table 4—Pseudo $R^2$ Measures of Out-of-Sample Fit for Different Forecasting Models

<table>
<thead>
<tr>
<th>Model specification</th>
<th>Forecast Horizon, Quarters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Static probit</td>
<td>.117</td>
</tr>
<tr>
<td>Dynamic probit ($x_{t-4}$)</td>
<td>.320</td>
</tr>
<tr>
<td>Dynamic probit ($x_{t-2}$)</td>
<td>.410</td>
</tr>
<tr>
<td>Autoregressive probit</td>
<td>.164</td>
</tr>
<tr>
<td>Dyn. autoregressive probit</td>
<td>.325</td>
</tr>
</tbody>
</table>

Notes: The out-of-sample forecasts are based on estimation samples running from 1955:Q4–1977:Q4 to 1955:Q4–2003:Q4. Forecast horizon refers to the number of quarters from the last observation in the estimation sample. The value of the interest rate spread is assumed to be known four quarters in advance to the recession data (that is, recession data are announced with a delay of one year). The rows refer to the model $P_{t-1}(y_t = 1) = \Phi(\alpha + \beta y_{t-4} + \gamma x_{t-4})$ under the following restrictions and choices: static probit $\gamma = \alpha = 0$, $\gamma = x_{t-4}$, dynamic probit ($x_{t-4}$) $\alpha = 0$, $\gamma = x_{t-4}$, dynamic probit ($x_{t-2}$) $\alpha = 0$, $\gamma = x_{t-2}$, autoregressive probit $\gamma = 0$, $\gamma = x_{t-4}$ and dyn. autoregressive probit $\gamma = x_{t-4}$, respectively. Forecasts based on the dynamic models (the last four rows) are computed by the iterative formulas described in section IV and the appendix.

11 Above we pointed out that according to in-sample results iterative forecasts should be superior to direct forecasts that apply horizon-specific lag orders for the predictors. This conclusion is indeed warranted. For example, if we make the same pseudo out-of-sample analysis as in table 4 by applying direct forecasts based on the specification $P_{t-1}(y_t = 1) = \Phi(\alpha + \beta y_{t-4} + \beta x_{t-4})$, where $h$ is the forecast horizon, the corresponding pseudo $R^2$ measures of out-of-sample fit would be 0.046 for $h = 2$, 0.0025 for $h = 3$, and a negative number for any longer forecast horizon. Thus, direct forecasts tend to have the worst out-of-sample performance compared with any of the considered alternative forecasting procedures.

12 We note that, in all of our forecasting exercises, the second, third, and fourth lag of $x_t$ beat all other lag choices independent of the forecast horizon.
Figure 2 indicates that all four models have predictive content for the two recessions in the beginning of the 1980s, while none produces clear early warnings of the last two recessions. This has been a common finding in previous studies, too. Note, however, that in general the estimated probabilities based on the two dynamic models that use the lagged recession indicator as a predictor match better with the realized recession indicators than the estimated probabilities based on the static model and the pure autoregressive model.

Next we consider more detailed forecasts around the 2001 recession, the latest recession known by September 2006. The situation we analyze is similar to the baseline case of Chauvet and Potter (2005, p. 94). They assumed that in March 2001 market participants were aware that the U.S. economy had not been in a recession by the end of 2000, while there was considerable uncertainty whether the expansion was to continue from 2001:Q1 on. In the end, the NBER business cycle committee declared that the economy was in a recession from 2001:Q2 until 2002:Q1. The task here is to check to what extent our benchmark models would have been able to forecast these recession quarters in real time. To this end, forecasts are first made for the period 2001:Q1–2002:Q1 using information that was known in 2001:Q1 (March 2001).

Figure 3 depicts the estimated recession probabilities for individual quarters in 2001:Q1–2002:Q1. The four stems with unfilled circles denote in-sample figures (quarters 2000:Q1–2000:Q4), and the following five stems with filled circles denote out-of-sample figures (quarters 2001:Q1–2002:Q1). The simple static model and the pure autoregressive model produce rather similar results. The estimated recession probabilities obtained with these models are higher than those obtained with the two specifications that use a lagged recession indicator. Thus, in this situation, the former models give stronger signals of a forthcoming recession than the latter models. On the other hand, the dynamic models with a lagged recession indicator give much smaller recession probabilities in the estimation period than the static model and the pure autoregressive model (see quarters 2000:Q1–2000:Q4). This indicates that a potential weakness of the static model and the pure autoregressive model is that they tend to produce relatively strong recession signals even when the expansion continues or only slows down without turning into a recession (for a similar point, see Chauvet & Potter, 2005). Looking at this from another angle, the dynamic models with a lagged recession indicator have the advantage that there is usually a sharper difference between recession signals for
expansions and actual recessions than in the case of the static model and the pure autoregressive model.

As a further illustration, we do a similar analysis for the period a year before. Thus, we make forecasts for the period 2000:Q1–2001:Q1 using observations of the recession indicator until 1999:Q4 and observations of the interest rate spread until 2000:Q1. This setup is again consistent with one of Chauvet and Potter (2005, p. 95). Figure 4 plots the corresponding estimates for the in-sample and out-of-sample recession probabilities. Clearly, the static model and the pure autoregressive model give much stronger recession signals for specific quarters than the two dynamic models with a lagged recession indicator. Given that no recession took place during these quarters, the former models would have produced rather fuzzy signals. It is difficult to see what one would conclude from such fluctuating predictions in a real forecasting situation. By contrast, the dynamic models with a lagged recession indicator would have produced a fairly stable pattern of weak recession signals, the overall conclusion being much clearer. This suggests that in a forecasting situation it is useful to check how the out-of-sample prediction compares with previous periods’ in-sample predictions.

An alternative way to summarize information about the likelihood of future recessions is to apply the hitting probabilities defined in section IV. Table 5 reports real-time forecasts for the probability of continued expansion for five different periods. Two of the periods are the same as above, while the remaining three are similar to those considered by Chauvet and Potter (2005, p. 95). The underlying probabilities of continued expansion are defined as the complement of the cumulative distribution of the hitting probabilities of the individual quarters in the selected period. The general observation from these measures is roughly the same as above. According to the static model and the pure autoregressive model there was about a one in five chance that the economy remains in expansion from 2001:Q1 until 2002:Q1, while the dynamic models with a lagged recession indicator would have predicted a chance of two in five. Thus, again, the static model and the pure autoregressive model would have asserted a higher probability of a forthcoming recession. A somewhat similar picture is obtained from the period 1990:Q1–1991:Q1 including the 1990–1991 recession. On the other hand, for the remaining periods 1989:Q1–1990:Q1, 1999:Q1–2000:Q1, and 2000:Q1–2001:Q1 that do not include recession quarters, the dynamic
models with a lagged recession indicator provide higher probabilities of continued expansion than the static model and the pure autoregressive model. Thus the former models seem to distinguish true recessions from slowdowns better than the latter models.

Finally, we make genuine real-time recession forecasts up to the second quarter of 2007. The employed models and parameter estimates, based on the full sample, are given in table 3. The estimated recession probabilities are plotted in figure 5 and, consistent with the recent decline of the interest rate spread, they all steadily increase from the beginning of the year. Interestingly, the recession signals are rather similar across different models, whether we look at in-sample or out-of-sample figures. The estimated probability of continued expansion until 2007:Q2 is 0.34 for the static model, 0.44 for the pure autoregressive model, and 0.67 for both of the remaining models. In light of these figures, there is a marked risk that the current expansion period is about to end soon.

VI. Conclusions

This paper introduces new dynamic models for binary time series and applies them to forecasting a binary
indicator of U.S. recessions. The parameters of the new models can be straightforwardly estimated by ML, and misspecification-robust standard errors can be readily computed. The paper also shows how multistep-ahead forecasts can be computed iteratively for all horizons. This approach offers an alternative to the previously used direct approach in which the lag order of the binary response is always tailored to match the forecast horizon.

In our application to forecasting U.S. recessions we compare different probit models and different forecasting procedures in terms of in-sample and out-of-sample performance by using the interest rate spread as a sole exogenous predictor. According to our results, dynamic probit models outperform the static model in terms of both in-sample and out-of-sample predictions, and dynamic models with lagged values of the binary response variable outperform models in which dynamics enter only through a lagged probit probability. Iterated multiperiod-ahead forecasts based on a one-period-ahead model are found to be superior to previously used direct forecasts. Unlike in previous studies, we also find that the lag order chosen for the interest rate spread can have a substantial impact on forecasting accuracy. Our experience is that experimenting with different lags and using statistical model selection procedures is preferable to the commonly used practice to choose lags to match the forecast horizon. Finally, our results support the previous finding that, irrespective of the employed model, the very recent U.S. recessions were harder to predict than the earlier ones.

The current research can be extended in several directions. In this paper we have focused on comparing different dynamic models in which the interest rate spread is the only exogenous predictor. It might be worthwhile to also consider other previously used exogenous predictors such as stock returns. Another issue of interest concerns the treatment of the exogenous predictor. It would be interesting to examine whether more accurate long-term forecasts could be obtained by using a forecast of the exogenous predictor rather than its realized value known at the time of forecasting. Finally, there are different ways to generalize the process $H_{t}$. These topics are left for future research.
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APPENDIX

Details on Iterated Multiperiod Forecasts

This appendix shows how iterated multiperiod-ahead forecasts are computed for probit models in which dynamics enter through the first lag of the binary response alone or together with the first lag of the probit probability. Iterated multiperiod forecasts based on models with more lags are formed using the same principle, but involve somewhat more complex formulas and notation.

Consider making an $h$-period-ahead forecast using the dynamic probit model with the first lag of the binary response. Proceeding as in section IV in the case $h = 2$, we obtain

$$P_{t-1}(y_t = 1) = E_{t-1}(\Phi(\omega + \delta y_{t-1} + \beta x_{t-1}))$$

$$= \sum_{y_{t-1} \in \{0,1\}} P_{t-1}(y_{t-1})\Phi(\omega + \delta y_{t-1} + \beta x_{t-1}).$$

where $P_{t-1}(y_{t-1})$ defines the probabilities for $y_{t-1} = 1$ and $y_{t-1} = 0$ conditional on information known in the forecast period $t - h$. To compute $P_{t-h}(y_{t-h})$, we must account for all possible paths of realizations of $y_{t-h}, y_{t-h+2}, \ldots, y_{t-2}$ that lead to a given value of $y_{t-1}$. Define the vector notation

$$y_{t-k} = (y_{t-k+1}, \ldots, y_t)$$

for $k = 0, 1, 2, \ldots$ and the Cartesian product $B_k = \{0, 1\}^k$ for $k = 1, 2, \ldots$. In other words, the set $B_k$ contains all possible $k \times 1$ vectors with components either 0 or 1 ($k = 1, 2, \ldots$). Notice that $y_{t-k} = B_{t-k}$ with

$$P_{t-k}(y_{t-k}) = \Phi(\omega + \delta y_{t-k} + \beta x_{t-k})$$

Then, we have

$$P_{t-2}(y_{t-2}) = \sum_{y_{t-1} \in \{0,1\}} \prod_{k=1}^{h-1} (P_{t-k})(y_{t-k}) = (1 - P_{t-k+1})(y_{t-k+1})$$

Next, consider making an $h$-period-ahead forecast using the autoregressive formulation (14). In the same way as in section IV, a repetitive substitution of equation $\pi_t = \omega + \alpha \pi_{t-1} + \delta y_{t-1} + \beta x_{t-1}$ leads to the expression

$$E_{t-h}(y_t) = E_{t-h} \Phi(\alpha^h \pi_{t-h} + \sum_{j=1}^{h} \alpha^{h-j}(\omega + \delta y_{t-j} + \beta x_{t-j}))$$

$$= \sum_{y_{t-h} \in \{0,1\}} P_{t-h}(y_{t-h})\Phi(\alpha^h \pi_{t-h} + \sum_{j=1}^{h} \alpha^{h-j}(\omega + \delta y_{t-j} + \beta x_{t-j})))$$

where $\pi_{t-j}$ is a function of past values of $x_t$ and the initial value $\pi_0$. Note that $P_{t-h}(y_{t-h})$ defines probabilities for all possible realizations of $y_{t-h}, y_{t-h+2}, \ldots, y_{t-1}$ conditional on the information set available in period $t - h$. Because now $y_{t-k} = B_{t-k}$ with

$$P_{t-k}(y_{t-k}) = \Phi(\alpha^k \pi_{t-k} + \sum_{j=1}^{k} \alpha^{k-j}(\omega + \delta y_{t-j} + \beta x_{t-j}))$$

we have

$$P_{t-h}(y_{t-h}^{-1}) = \prod_{j=1}^{h-1} (P_{t-k})(y_{t-k}^{-1}) = (1 - P_{t-k})(y_{t-k}^{-1})$$
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