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Abstract—A new regression-based approach for the estimation of the tail index of heavy-tailed distributions with several important properties is introduced. First, it provides a bias reduction when compared to available regression-based methods; second, it is resilient to the choice of the tail length used for the estimation of the tail index; third, when the effect of the slowly varying function at infinity of the Pareto distribution vanishes slowly, it continues to perform satisfactorily; and fourth, it performs well under dependence of unknown form. An approach to compute the asymptotic variance under time dependence and conditional heteroskedasticity is also provided.

I. Introduction

O

ver the past four decades, there has been considerable interest in the estimation of the tail index (henceforth, \( \alpha \)) of heavy-tailed distributions in fields such as computer science, telecommunications, insurance, finance, and economics. The tail index is an indicator of the highest finite moment of a random variable and the rate at which the tail of a distribution decays. The smaller the value of \( \alpha \), the lower the order of the highest finite moment and the slower the decay of the tail of the probability distribution will be, which increases the likelihood of extreme observations and outliers. Recent studies indicate that for stock returns in developed economies, typically \( \alpha \in (2, 5) \) (see Jansen & de Vries, 1991; Gabaix et al., 2006). For daily exchange rates of developed (Loretan & Phillips, 1994) and emerging markets (Ibragimov, Ibragimov, & Kattuman, 2013) \( \alpha \in (2, 4) \) has been observed, and in the context of income and wealth studies, \( \alpha \in (1.5, 3) \) has been reported (Gabaix, 2009; Ibragimov, Ibragimov, & Khamidov, 2011; for further examples, see Ibragimov, Ibragimov, & Walden, 2015). These empirical findings suggest that many variables typically analyzed may have a reduced number of finite moments.

The widespread interest in heavy-tailed distributions has led to the refinement and development of a number of tail index estimators over the years (see Hill, 1975; Kratz & Resnick, 1996; Beirlant, Vynckier, & Teugels, 1996; Gabaix & Ibragimov, 2012. For reviews of these methods see Embrechts, Klüppelberg, & Mikosch, 2012, and Beirlant et al., 2004). Many of these procedures rely on plotting the statistic of interest against a number of the sample upper-order statistics and then inferring an appropriate value for \( \alpha \) from the properties of the resulting graph (Kratz & Resnick, 1996; Beirlant et al., 1996). Although many of these estimation methods exhibit interesting asymptotic properties, their finite sample performance is questionable (Keams & Pagan, 1997; Huisman et al., 2001). Thus, the correct identification and estimation of \( \alpha \) remains a challenging and empirically relevant quest.

In this paper, we introduce a new regression-based procedure that overcomes several empirical difficulties of currently available tail index estimators. The new estimation method does not involve order statistics and can be applied in more general contexts than Pareto. There are important features of our method, which can be summarized as follows: first, it provides a bias reduction when compared to regression-based methods (Gabaix & Ibragimov, 2012); second, it is more resilient to the choice of the number of largest observations used to estimate \( \alpha \) than the widely used Hill estimator; and third, when the effect of the slowly varying function at infinity of the Pareto distribution vanishes slowly, our estimator continues to perform satisfactorily, whereas the Hill estimator deteriorates rapidly.

The remainder of the paper is organized as follows. Section II briefly presents three frequently applied tail index estimators, which we will use for comparison with the new procedure proposed in this paper: section III introduces the new tail index estimator and discusses its asymptotic properties; section IV provides a discussion of a detailed Monte Carlo study of the finite sample bias of the tail index estimators discussed in sections II and III, as well as an analysis of the impact on these tests of empirically relevant features frequently found in economic and financial time series, such as time dependence and conditional heteroskedasticity. Section V illustrates the potential usefulness of the approach in an empirical application on absolute returns of 74 daily exchange rate series considering the U.S. dollar as numeraire; finally, section VI summarizes the main results. An online appendix provides detailed proofs of the results presented throughout the paper (appendix A), additional in-depth Monte Carlo analysis results (appendix B), and further estimation results of the empirical section (appendix C).

II. Tail Index Estimators

In this section we briefly describe three procedures that are widely used in empirical work and will be used for comparison with the new approach introduced in section III. In what
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follows, a heavy-tailed distribution is defined as a distribution function \( F \), such that the survival function, \( F^\prime := 1 - F \), is regularly varying at infinity with index \( -\alpha \),

\[
F^\prime(x) := 1 - F(x) = x^{-\alpha} \mathcal{L}(x), \tag{1}
\]

where \( 0 < x < \infty, \alpha > 0 \) is a fixed unknown parameter and \( \mathcal{L} \) is a slowly varying function satisfying \( \lim_{t \to \infty} \frac{\mathcal{L}(tx)}{\mathcal{L}(t)} = 1 \) for all \( x > 0 \).

A large number of tail index estimation procedures available in the literature are based on the largest order statistics \( X_{(1)} \geq X_{(2)} \geq \ldots \geq X_{(n)} \) obtained from an independent and identically distributed (i.i.d.) sample \( \{X_i\}_{i=1}^n \) of a distribution function \( F \). One such approach is the conditional maximum likelihood estimator (MLE) proposed by Hill (1975),

\[
\hat{\alpha}_{\text{Hill}} := \left[ \frac{1}{m} \sum_{j=1}^{m} \log X_{(j)} - \log X_{(m+1)} \right]^{-1}, \tag{2}
\]

where \( m := m(n) \to \infty \) is the number of largest-order statistics used in the estimation of \( \alpha \).

The nice theoretical properties of this estimator, namely, consistency (Mason, 1982), asymptotic normality (Hall, 1982), and asymptotic efficiency (Beirlant, Bouquiaux, & Werker, 2006), have led researchers to develop improved variants and to show that these modifications work well in the Pareto case (see Drees, de Haan, & Resnick, 2000; Resnick & Stărică, 1997).

Available evidence suggests that the Hill estimator is most effective when the underlying distribution is either Pareto or close to Pareto (Drees et al., 2000). However, if the distribution is as in equation (1), the Hill estimator is only approximately MLE and its accuracy becomes less clear. Hence, although the Hill estimator is an interesting and powerful approach, it is not easily implemented empirically because of nuisance parameters whose feasible optimal choice is unknown but need to be specified for the adequate performance of the procedure.

**Remark 1.** The choice of \( m \) used in equation (2) has been an important topic of research, and several approaches for its determination in the i.i.d. context have been put forward (see Danielsson et al., 2001, and Nguyen & Samorodnitsky, 2012). This is an important concern since convergence in distribution of \( \hat{\alpha}_{\text{Hill}} \) critically depends on the rate at which the nuisance parameter \( m \) grows with the total sample size (see section IV).

**Remark 2.** A further shortcoming of this approach is the use of order statistics as these require sorting the data, which may become computationally expensive—at least \( O(n \log n) \) steps are required—and destroys the tie ordering of the data and their temporal structure (Stoev & Michailidis, 2010). Moreover, as Gabaix and Ibragimov (2012) noted, order statistics are dependent variables even for initial i.i.d. observations drawn from heavy-tailed power law distributions. Considering this feature, Gabaix and Ibragimov (2012) show that the standard error of the OLS estimator of \( \alpha \) computed from a log-log rank-size regression (which will be discussed next) is asymptotically \((2/n)^{1/2} \alpha \). This is an important result, as the naive computation of OLS standard errors would significantly underestimate the true standard error of the OLS tail index estimator.

As a consequence of these shortcomings, simpler OLS regression-based estimation methods have attracted considerable attention among empirical researchers. One such alternative is the OLS-based log-log rank-size regression (see Rosen & Resnick, 1980, and Gabaix, 1999):

\[
\log(t - \gamma) = -\alpha \log X_{(i)} + \text{error}, \quad t = 1, \ldots, m, \tag{3}
\]

with \( \gamma = 0 \). This approach is based on the assumption that a nonnegative variable \( X \) has a power law distribution \( P(X \geq x) = Cx^{-\alpha} \), for constant \( C > 0 \) and \( \alpha > 0 \), which can be approximated by the linear relationship \( \log t^{-\gamma} \approx \log(C) - \alpha \log(X_{(t)}) \) (see Gabaix & Ibragimov, 2012). The statistical properties of the OLS estimators of equation (3) have been analyzed in Gabaix and Ioannides (2004) and Gabaix and Ibragimov (2012). For reference purposes, we define the OLS estimator of \( \alpha \) computed from equation (3) as \( \hat{\alpha}_{\text{OLS}} \).

Finally, the third procedure we consider is by Gabaix and Ibragimov (2012), who propose estimation of equation (3) with the optimal shift of \( \gamma = 1/2 \). We denote the resulting estimator of \( \alpha \) as \( \hat{\alpha}_{\text{OLS}} \). The motivation for the proposal of this improved regression is that \( \hat{\alpha}_{\text{OLS}} \) suffers from small sample bias. Considering i.i.d. random variables drawn from a Pareto distribution, Gabaix and Ibragimov (2012) show that using \( \gamma = 1/2 \) instead of \( \gamma = 0 \) in equation (3) significantly reduces this bias, while maintaining the good asymptotic properties of the estimator (see also the Monte Carlo results in section IV). Furthermore, according to Gabaix and Ibragimov’s (2012) simulation results, the log-log rank-size regression estimator with \( \gamma = 1/2 \) also performs well under dependence in the data, including GARCH-type processes exhibiting volatility clustering similar to real-world financial returns and under deviations from the exact power law distribution.

### III. The New Tail Index Estimator

#### A. The Estimator

To introduce the new tail index estimator, consider a sequence of i.i.d. random variables \( \{X_i\}_{i=1}^n \) drawn from a Pareto distribution with survival function,

\[
\tilde{F}(x) := P(X_i > x) = \left(\frac{x_0}{x}\right)^{\alpha}, \quad \text{with } x > x_0 > 0. \tag{4}
\]

Applying logarithms to equation (4) and rearranging gives

\[
\log \tilde{F}_n(x_i) = \alpha \log x_0 - \alpha \log x_i + [\log \tilde{F}_n(x_i) - \log \tilde{F}(x_i)], \quad i = 1, 2, \ldots \tag{5}
\]
where $F_n(x_i) := \frac{1}{n} \sum_{i=1}^{n} I(x_i > x_i)$ and $I(\cdot)$ is an indicator function.

Expression (5) can be seen as a regression equation where $\log(F_n(x_i))$ is the dependent variable, $(\log x_i)$ is the intercept, $(-\log x_i)$ is the explanatory variable, and $[\log(F_n(x_i) - \log(F(x_i)) = \varepsilon_i$ is the error term. Standard methods to estimate $\alpha$ in a regression framework such as equation (3) treat $x_i$ as an order statistics, say $X_{(i)}$, and as a result, $F_n(X_{(i)}) = i/n$. Obviously, the order statistic $X_{(i)}$ is a random variable, and the statistical properties of the estimation approach need to accommodate this feature. In contrast, the approach we propose treats $x_i$ as a nonrandom variable, which considerably simplifies the analysis of the statistical properties of the resulting estimator.

To implement our procedure, we generate $x_i$, which is used to compute $\log(F_n(x_i))$, according to a deterministic scheme. We follow an importance sampling type approach, where instead of spreading the sample points of $x_i$ out evenly, we concentrate the distribution of $x_i$ in parts of the state-space of $X$ that are of most “importance.” Since $x_i := F^{-1}(u_i)$, where $F^{-1}$ is the quantile function of $F$ and $u_i \in (0, 1)$, assuming that $F$ is a Pareto distribution as in equation (4), we have that $x_i = (1 - u_i)^{-\frac{1}{\alpha}} x_0$. Note that we avoid treating $u_i$ as a uniformly distributed random variable to keep $x_i$ as a deterministic realization. Thus, we consider $u_i := \frac{1}{n}, i = 1, 2, \ldots, m - 1$. Given that $- \log x_i = \alpha^{-1} \log(1 - u_i) - \log x_0$, we rule out $F^{-1}(1)$ by imposing the upper limit of the index $i$ to be at most $m - 1$. Consequently, equation (5) can be written as

$$y_i = \hat{\alpha} z_i + \varepsilon_i, \quad i = 1, 2, \ldots, m - 1, \quad (6)$$

where $y_i := \log(F_n(x_i))$, $x_i := (1 - u_i)^{-\frac{1}{\alpha}} x_0$, and $z_i := \alpha^{-1} \log(1 - u_i)$.

Equation (6) is infeasible given the dependence of $z_i$ on $\alpha$. To make equation (6) feasible, we deal with $\alpha$ as a nuisance parameter and treat $z_i$ as a generated regressor. The procedure consists of two steps. First, an initial estimate of $\alpha$, $\hat{\alpha}$, is considered to generate $\hat{z}_i = \hat{\alpha}^{-1} \log(1 - u_i)$ (see remark 2). Second, the OLS estimate of $\alpha$, which we denote as $\hat{\alpha}_{\text{Pareto}}$, is computed from the feasible regression,

$$y_i = \hat{\alpha} \hat{z}_i + \varepsilon_i, \quad i = 1, 2, \ldots, m - 1. \quad (7)$$

**Remark 3.** Replacing $\alpha$ by $\hat{\alpha}$ in the first step has little impact on the estimation of $\alpha$ from equation (7) since its effect vanishes asymptotically (see the proofs of theorems 1 and 2 in online appendix A). Moreover, it also follows from the proofs of theorems 1 and 2 that it is not necessary to assume $\alpha \overset{D}{=} \alpha$. In fact, any value $\alpha > 0$ leads to a consistent $\hat{\alpha}_{\text{Pareto}}$ estimator, although choosing $\hat{\alpha}$ as an arbitrary value may originate efficiency losses. Thus, our estimate may be obtained as follows. Set $\tilde{\alpha} = c > 0$, where $c$ is any positive value, and generate $\tilde{z}_i = \tilde{\alpha}^{-1} \log(1 - u_i)$. Run regression (7) to obtain a new estimator $\alpha^*$ and a new sequence of $\hat{z}_i^*$, and run it again to obtain the final estimate $\hat{\alpha}_{\text{Pareto}}$. Our simulations have confirmed that this procedure ensures rapid convergence. This remark is important for two reasons. First, it indicates that the proposed estimator is self-sufficient in the sense that it can work alone, without the need to resort to any preliminary estimator; second, it simplifies the proof of the results, as we do not need to specify additional conditions on $\hat{\alpha}$.

When $X$ is governed by a strict Pareto distribution, $x_0$ is the left end point of the support of $X$ and can be estimated as $\hat{x}_0 = \min(X_1, \ldots, X_n)$, the bias rapidly converges to 0, and the variance of $\hat{\alpha}_{\text{Pareto}}$ is of order $1/n$ (just as under MLE). One further interesting aspect of our methodology is that $\hat{z}_i$, and to some extent $\hat{z}_i^*$, can be treated as a fixed explanatory variable. Moreover, the whole probabilistic structure of the model can be derived. In other words, considering the $(m - 1) \times 1$ vector of errors $\varepsilon := (\varepsilon_1, \ldots, \varepsilon_{m-1})'$, it follows from Donsker’s CLT that $\sqrt{n} \varepsilon \overset{D}{\to} N(0, \Sigma_{m-1})$, where the covariance matrix $\Sigma_{m-1}$ is known exactly (no estimation is required; see lemma 1 and online appendix A for details). This is an important result as it allows us to obtain $\text{Var}(\hat{\alpha}_{\text{Pareto}})$ and easily conduct generalized least squares estimation if required.

To extend the procedure to more general settings, we next consider Pareto-type tail behavior of the form

$$\hat{F}(x) = a x^{-\alpha} \left(1 + b x^{-\beta} + o(x^{-\beta})\right), \quad (8)$$

where $a > 0$, $\beta > \alpha$, and $b \in \mathbb{R}$, which includes, among others, the nontrivial alpha-stable distribution and the Student-$t$ distribution. The parameters $b$ and $\beta$ govern the second-order behavior of the Taylor expansion and aim to reflect deviations from strict Pareto tail behavior. Although the specification in equation (8) is less general than equation (1), it is necessary for the theoretical analysis (see Hall, 1982).

Thus, following the same approach as in equation (6), we consider,

$$y_i = \hat{\alpha} \hat{z}_i + \hat{\varepsilon}_i, \quad i = 1, 2, \ldots, m - 1, \quad (9)$$

where $y_i := \log(F_n(x_i))$, $x_i := (1 - u_i)^{-\frac{1}{\alpha}} x_0$, and $z_i := \alpha^{-1} \log(1 - u_i)$.

The most important difference between equations (7) and (9) is that $\hat{\varepsilon}_i$ in the latter case is $\hat{\varepsilon}_i = \varepsilon_i + \eta_i$, where $\varepsilon_i := \log(F_n(x_i)) - \log(F(x_i))$, $\eta_i := \log(1 + b(1 - u_i)^{\frac{\beta}{\alpha}} x_0^{-\beta} + o(x_0^{-\beta}))$ and $F(x_i)$ is defined in equation (8). The additional term, $\eta_i$, is responsible for the finite sample bias of our estimator, but this effect vanishes asymptotically under appropriate conditions (see the proof of theorem 3 in online appendix A). We show in section IV, that this finite sample bias is smaller than that of $\hat{\alpha}_{\text{Hall}}, \hat{\alpha}_{\text{Hall0}}$, and $\hat{\alpha}_{\text{Hall1/2}}$.

As previously indicated, a crucial step of our method is the estimation of $x_0$ (which is necessary to compute $x_i = (1 - u_i)^{-\frac{1}{\alpha}} x_0$), which determines the window of values.
used to generate $y_i = \log F_n(x_i)$, $i = 1, 2, \ldots, m - 1$. In this more general setting, we estimate $x_0$ as $\hat{x}_0 = \hat{F}^{-1}(1 - \kappa_n)$, $0 < \kappa_n < 1$ ($\hat{x}_0$ is the empirical quantile of order $1 - \kappa_n$). The smaller the value of $\kappa_n$, the better the approximation of equation (8) to the tail of the Pareto law will be and, consequently, the closer $\hat{\epsilon}_i$ is to $\epsilon_i$, that is, as $\kappa_n \to 0$, we have that $\hat{x}_0 \to \infty$ and $\hat{\epsilon}_i \to \epsilon_i$.

B. Asymptotic Properties

Preliminary results. To characterize the asymptotic properties of our new estimator, consider first the results provided next in lemmas 1 to 5. In what follows, we consider either $m$ or $m_n$ in the computation of the relevant moments. This distinction is important as the first is used when no rate restriction is imposed on $m$ with respect to $n$ and $m_n$ is considered otherwise. (Detailed proofs of all results in this section are available in online appendix A). Throughout this section, we use $\xrightarrow{d}$ and $\xrightarrow{p}$ to denote convergence in distribution and in probability, respectively, of a sequence of random elements when the sample size is allowed to diverge, and $[,]$ to represent the largest integer of the argument.

Lemma 1. Let $\{X_i\}_{i=1}^n$ be a sequence of i.i.d. random variables with a continuous distribution function $F(x)$, and let $\varepsilon := (\epsilon_1, \ldots, \epsilon_m)$, where $\epsilon_i := \log x_i - \log F(x_i)$, $m$ is some arbitrary, positive fixed integer, and $x_0$ is known. Then, as $n \to \infty$, it follows, based on Donsker’s CLT, that $\sqrt{n} \varepsilon \xrightarrow{d} N \left(0, \Sigma_{m-1}\right)$, where $N \left(0, \Sigma_{m-1}\right)$ is a zero mean multivariate normal distribution with variance-covariance matrix $\Sigma_{m-1} := \left[\sigma_{ij}\right]_{i,j=1}^m$, $\sigma_{ij} := F(x_i) F(x_j) - \int F(x)^2 dx$, and $q := i \wedge j, i, j = 1, 2, \ldots, m - 1$. If $F$ is the Pareto distribution, with $F(x) := P(X > x) = \left(\frac{x}{\theta}\right)^{-\alpha}$ and $x_0 = (1 - \alpha)^{-1} \theta$, then $\sigma_{ij} := q/(m - q)$.

Lemma 2. Let $\{X_i\}_{i=1}^n$ be a sequence of Pareto distributed i.i.d. random variables and consider $w_i := \log x_i - \log F(x_i)$, with $z_i := \alpha^{-1} \log (1 - i/m_n)$ and $m_n = n$. Then as $n \to \infty$, it follows from the extended continuous mapping theorem (van der Vaart & Wellner, 1996, theorem 11.1.1) that $\frac{1}{m_n} \sum_{i=1}^{m_n-1} w_i \sqrt{\hat{\epsilon}_i} \rightarrow \mathbf{d} N(0, \Omega)$, where

$$\text{Var} \left(\frac{1}{m_n} \sum_{i=1}^{m_n-1} w_i \sqrt{\hat{\epsilon}_i}\right) \rightarrow \Omega$$

and $\Omega := \left[\begin{array}{c} 1 \frac{-\frac{2}{\alpha}}{\alpha} \\
\frac{-\frac{2}{\alpha}}{\alpha} n^{-} \end{array}\right]$.

Lemma 4. Let $\{X_i\}_{i=1}^n$ be a sequence of i.i.d. random variables with survival function given by equation (8). Considering $m_n = [n^a]$ with $\theta$ fixed and $\frac{2}{\alpha + 2} < 0 < 1$, and $\kappa_n := m_n/n = n^{a-1}$, it follows that $\hat{x}_0 = \hat{F}^{-1}(1 - \kappa_n) = \kappa_n^{-\alpha} x_0 + o_p(1)$.

Remark 4. In lemma 2, we set $m_n = n$ (although this could be relaxed), whereas in lemma 5, $m_n$ has to verify the condition $m_n = [n^a]$ with $\frac{2}{\alpha + 2} < 0 < 1$. Then, as $n \to \infty$ (and consequently $m_n \to \infty$), $\frac{1}{\sqrt{m_n}} \sum_{i=1}^{m_n-1} w_i \sqrt{\hat{\epsilon}_i} \rightarrow N(0, \Omega^*)$, $\text{Var} \left(\frac{1}{\sqrt{m_n}} \sum_{i=1}^{m_n-1} w_i \sqrt{\hat{\epsilon}_i}\right) \rightarrow \Omega^*$ and $\Omega^* := \left[\begin{array}{c} 2 \frac{-\frac{2}{\alpha}}{\alpha} \\
\frac{-\frac{2}{\alpha}}{\alpha} n^{1/2} \end{array}\right]$.

Theorem 1. Let $\{X_i\}_{i=1}^n$ be a sequence of Pareto distributed i.i.d. random variables and set $m_n = n$. It follows from lemmas 1 to 3, as $n \to \infty$, that the OLS estimator computed from equation (7) is consistent, $\hat{\alpha}_{\text{Pareto}} \xrightarrow{p} \alpha$. In addition, if $\hat{\alpha} \xrightarrow{p} \alpha$, then $\sqrt{n} (\hat{\alpha}_{\text{Pareto}} - \alpha) \xrightarrow{d} N(0, 2\alpha^2)$.

Theorem 2. Let $\{X_i\}_{i=1}^n$ be a sequence of i.i.d. random variables with survival function as given by equation (8). Assume that $m_n = [n^a]$ with $\theta$ fixed and $\frac{2}{\alpha + 2} < 0 < 1$. Then, from lemmas 1, 3, 4, and 5, as $n \to \infty$ (and consequently $m_n \to \infty$), the OLS estimator computed from equation (8) is consistent, $\hat{\alpha}_{\text{Pareto}} \xrightarrow{p} \alpha$. In addition, if $\hat{\alpha} \xrightarrow{p} \alpha$, then $\sqrt{m_n} (\hat{\alpha}_{\text{Pareto}} - \alpha) \xrightarrow{d} N(0, 2\alpha^2)$. 

Properties of the tail index estimator under i.i.d. The results in lemmas 1 to 5 allow us to state the following two theorems with the properties of the new estimator when data are generated by either a Pareto (theorem 1) or a Pareto-type distribution (theorem 2).

Theorem 1. Let $\{X_i\}_{i=1}^n$ be a sequence of Pareto distributed i.i.d. random variables and set $m_n = n$. It follows from lemmas 1 to 3, as $n \to \infty$, that the OLS estimator computed from equation (7) is consistent, $\hat{\alpha}_{\text{Pareto}} \xrightarrow{p} \alpha$. In addition, if $\hat{\alpha} \xrightarrow{p} \alpha$, then $\sqrt{n} (\hat{\alpha}_{\text{Pareto}} - \alpha) \xrightarrow{d} N(0, 2\alpha^2)$.

Theorem 2. Let $\{X_i\}_{i=1}^n$ be a sequence of i.i.d. random variables with survival function as given by equation (8). Assume that $m_n = [n^a]$ with $\theta$ fixed and $\frac{2}{\alpha + 2} < 0 < 1$. Then, from lemmas 1, 3, 4, and 5, as $n \to \infty$ (and consequently $m_n \to \infty$), the OLS estimator computed from equation (8) is consistent, $\hat{\alpha}_{\text{Pareto}} \xrightarrow{p} \alpha$. In addition, if $\hat{\alpha} \xrightarrow{p} \alpha$, then $\sqrt{m_n} (\hat{\alpha}_{\text{Pareto}} - \alpha) \xrightarrow{d} N(0, 2\alpha^2)$.
Remark 5. Theorem 1 establishes that the variance of \( \hat{\alpha}_{\text{Pareto}} \) is of order \( O_p \left( n^{-1} \right) \), where \( n \) represents the complete sample size. This order of convergence depends on the knowledge that the underlying distribution is exact Pareto. In a more general (and empirically relevant) setting, when the tail behavior is Pareto type as in equation (8), the variance of \( \hat{\alpha}_{\text{Pareto}} \) is of order \( O_p \left( m_n^{-1} \right) \), as referenced in theorem 2. Detailed proofs provided in online appendix A remarks A.2 and A.3 discuss how the different orders of convergence are obtained.

Remark 6. Interestingly, the proposed estimator reaches the same asymptotic variance as \( \hat{\alpha}_{\text{Pareto}} \) proposed by Gabaix and Ibragimov (2012), with an important methodological difference: our estimator was obtained assuming Pareto-type tail behavior as in equation (8), whereas in Gabaix and Ibragimov (2012), only strict power law decline was considered, that is, imposing \( b = 0, a = 1 \), and \( \alpha(x^a) = 0 \) in equation (8).

Remark 7. Another important feature of our estimator is that its asymptotic variance does not depend on the parameters associated with the second-order behavior of the Taylor expansion, unlike several generalizations of the Hill estimator (see, e.g., Beirlant et al., 2004).

A practical issue, particularly in the context of Pareto-type distributions, relates to the determination of \( \kappa_n \), which in turn determines \( m_n = \lfloor \kappa_n n \rfloor \) and \( x_0 = F^{-1}(1 - \kappa_n) \). Based on our Monte Carlo analysis (see section IV and online appendix B), we recommend \( \kappa_n \leq 0.20 \) for empirical applications. In general, the value of \( \kappa_n \) should shrink as the sample size increases and the level of dependence decreases (a detailed account of these relations is presented in section IV and in online appendix B). As our Monte Carlo study also reveals, an important feature of our procedure is that it is more robust to the choice of \( \kappa_n \) than the Hill estimator. However, further research on the determination of the optimal \( \kappa_n \) is still needed.

Properties of the tail index estimator under dependent data. The results in theorems 1 and 2, derived in the i.i.d. context, are important since the proposed estimator is new to the literature and it was necessary that some of its basic properties were derived and compared with other well-known estimators. However, i.i.d. sequences have little relevance in most applications in economics and finance. For this reason, we now consider the case where \( \{X_i \}_{i=1}^n \) may exhibit dependence of unknown form.

We performed an extensive Monte Carlo analysis to address two specific questions (detailed results for all estimators discussed in this paper are available in online Appendix B): (a) How does dependence affect the asymptotic variance of \( \hat{\alpha}_{\text{Pareto}} \) (see figure 1), and (b) How does dependence affect the precision of \( \hat{\alpha}_{\text{Pareto}} \) and \( \hat{\alpha}_{\text{Hill}} \) (see figure 2). Our main conclusions are that, first, dependence in the data, via AR or GARCH dynamics, has important impacts on the limiting distributions of \( \hat{\alpha}_{\text{Hill}} \) and \( \hat{\alpha}_{\text{Pareto}} \). However, there are significant differences between AR and GARCH dependence. Autocorrelation has a moderate effect on the asymptotic variance of \( \hat{\alpha}_{\text{Pareto}} \) and decreases as the sample size and \( m_n \) increase. This impact vanishes completely when the original process is replaced by the residuals of a suitable AR model. The limiting distribution of \( \hat{\alpha}_{\text{Hill}} \) is more affected, especially when \( m_n \) is small, but like \( \hat{\alpha}_{\text{Pareto}} \), the autocorrelation effect tends to decline as the sample size and \( m_n \) increase. In contrast, GARCH effects have a strong impact on the asymptotic variance of both estimators (for results, on \( \hat{\alpha}_{\text{Hill}} \), see Hill, 2010), especially when \( m_n \) is in the range of “optimal values.” Some of our conclusions are...
aligned with the results of Kearns and Pagan (1997). Second, AR or GARCH dependence has an impact on the optimal choice of $\kappa_n$ (and consequently $m_n$): the larger the dependence, the larger is the optimal value of $\kappa_n$. The change in the optimal choice of $\kappa_n$ is even more marked in the IGARCH case. Interestingly, dependence in the data does not seem to affect the quality of $\hat{\alpha}_{\text{Hill}}$ and $\hat{\alpha}_{\text{Pareto}}$ as long as $\kappa_n$ is properly determined. Another important aspect is that $\hat{\alpha}_{\text{Pareto}}$ performs better than $\hat{\alpha}_{\text{Hill}}$ for most values of $\kappa_n$ considered.

In sum, our findings point to a valid tail index estimator, $\hat{\alpha}_{\text{Pareto}}$, but to an inconsistent estimator of its variance when the i.i.d. hypothesis is wrongly assumed under dependence. This is an issue that is also common to the other estimators described in section II.\footnote{The problems with inconsistent standard errors under (nonlinear) dependence are somewhat similar to the problems with the use of sample autocorrelations and autocorrelation functions in the analysis of data with volatility clustering and GARCH-type processes (see, for instance, Mikosch & Starica, 2000). We thank a referee for pointing this out.}

A careful analysis of the proofs of theorems 1 and 2 shows that the random quantity $\frac{1}{m_n} \sum_{i=1}^{m_n-1} w_i \epsilon_i$, where $\epsilon_i := \log \hat{F}_n(x_i) - \log \hat{F}(x_i)$, is the crucial element to discuss the consistency and the limiting distribution of our estimator. As such, some of the conditions imposed below have ultimately to do with convergence in probability and distribution of the empirical process $\hat{F}_n(x)$ for dependent data.

Theorem 3. Let $\{X_t\}_{t=1}^n$ be a strictly stationary process with distribution $F$ and survival function given by equation (8) and assume that $\{X_t\}_{t=1}^n$ satisfies the strong mixing condition $a(n) \to 0$. Furthermore, assume that $m_n = \lfloor n^\theta \rfloor$ with $\theta$ fixed and $\frac{2}{2+\alpha} < \theta < 1$. (a) It follows, as $n \to \infty$, that the OLS estimator computed from equation (9) is consistent, $\hat{\alpha}_{\text{Pareto}} \xrightarrow{p} \alpha$; (b) In addition, if $a(n) = o\left(n^{-6-\delta}\right)$, $\delta \in (0, 1)$, and $\bar{\alpha} \xrightarrow{d} \alpha$, then $\sqrt{m_n} (\hat{\alpha}_{\text{Pareto}} - \bar{\alpha}) \xrightarrow{d} N(0, V_{22})$, where $V_{22}$ is the
First, we estimate a new estimator $\hat{\alpha}$, suggesting that the new estimator introduced \(\tilde{\alpha}_t\) may be required. Considering that, \(\tilde{\alpha}_t\) is defined \(\hat{\alpha}_t\), where \(\hat{\alpha}_t\) is allowed to reach a value of 0.3, in general, and as recommended earlier in section IIIB, a \(\kappa\leq 0.2\) is typically used in the literature—for example, \(\kappa = 0.05\) or \(\kappa = 0.1\). However, the Monte Carlo results also show (see online appendix B) that under persistent GARCH dependence, larger values for \(\kappa\) may be required.

Figure 4 indicates that the approach introduced obtains a smaller RMSE for the Burr distribution with \(T = 500\) and \(T = 2,000\) and for the alpha-stable distribution with \(T = 500\). For the Student-\(t\) and the alpha-stable distribution with \(T = 2000\), \(\tilde{\alpha}_{\text{Pareto}}\) has similar performance to \(\tilde{\alpha}_{\gamma=1/2}\) and for a Student-\(t\) distribution with \(T = 500\), \(\tilde{\alpha}_{\gamma=1/2}\) has superior performance to \(\tilde{\alpha}_{\text{Pareto}}\). More results are provided in online appendix B.

3 Data from an alpha-stable distribution with index \(\alpha\) are generated as \(X_i = \min(m_i, m') \sum_{j=1}^{m_i} \frac{z_{i,j}}{\alpha_j} \) where \(m_i\) is uniform on \((-\pi/2, \pi/2)\) and \(z_i\) is an exponential variate with mean 1 (Samorodnitsky & Taqqu, 1994).

4 Further results based on a large number of other DGPs are presented in online appendix B.
V. Empirical Application

Exchange rate dynamics has received considerable attention in the literature. In the context of studies on the heavy-tail properties of these series, particularly for developed markets, several important contributions have been made (see Hols & de Vries, 1991; Koedijk et al., 1992; Loretan & Phillips, 1994; Ibragimov, Dovidova, & Khamidov, 2010; Hartmann, Straetmons, & de Vries, 2010; Ibragimov et al., 2013). Emerging markets have received less attention (Ibragimov et al., 2013). We look to reduce this gap by observing the tail properties of daily absolute returns of 74 exchange rate series, considering the U.S. dollar (USD) as base currency, of which 59 belong to emerging markets. The currencies considered are classified into two groups (see table 1).

Detailed results on the point estimates of the tail index of the daily absolute returns, standard errors, and confidence intervals for all 74 series are provided in online appendix C. Figure 5 presents point estimates of the tail index for all 74 countries, with the 59 EM classified by region. The period of analysis is January 1, 1999, to May 16, 2016, and all data are obtained from Datastream. The tail indices for DM and EM are estimated using the four estimators discussed in the text ($\hat{\alpha}_{\text{Hill}}, \hat{\alpha}_{\text{Pareto}}, \hat{\alpha}_{\gamma=0}$, and $\hat{\alpha}_{\gamma=1/2}$). The Hill estimator is computed based on 5% and 10% truncation levels ($\kappa$), whereas for the other estimators, 10% and 15% truncation levels are used. For the sake of space, figure 5 presents results only for $\hat{\alpha}_{\text{Hill}}$ obtained with $\kappa = 0.05$ and for $\hat{\alpha}_{\text{Pareto}}, \hat{\alpha}_{\gamma=0}$, and $\hat{\alpha}_{\gamma=1/2}$ with $\kappa = 0.10$. The choice of the truncation levels follows from the Monte Carlo results of section IV, which indicate that the minimum RMSE for the estimators, in the case of volatility in the data (as is the case in the series considered), is obtained with a higher truncation level. In online appendix C, we report results for all the $\kappa$ values used in the estimation of the tail indices.

Figures 5 and C.2 (see also tables C.2 to C.4 in online appendix C) show that the tail indices of the exchange rate returns series computed in the complete sample (January 1, 1999–May 16, 2016) and in the two subperiods (subperiod I: January 1, 1999–September 15, 2008, and subperiod II: September 16, 2008–May 16, 2016), show considerable difference for the two groups of countries under analysis.

A. Complete Sample

In the complete sample, 15 of the 59 EM display point estimates of the tail index below 2 ($\hat{\alpha} < 2$) (see figure 5 and table 2). In particular, the results for $\hat{\alpha}_{\text{Pareto}}$ indicate that the tail index for DM lies between [2.27, 4.27], whereas for EM, we observe that in Asia, the estimates are between [1.08, 3.28]—the lowest corresponding to the Saudi riyal.
(SAR) and the highest to the Philippine peso (PHP). In Africa, it is between [1.27, 4.37], with the lowest corresponding to the Guinea frank (GNF) and the highest to the Tunisian dinar (TND). For Latin America, it is between [1.41, 3.42], with the lowest corresponding to the Argentina peso (ARS) and the largest to the Chilean peso (CLP). And for Europe, the range is [1.70, 4.26], where the lowest is obtained for the Ukrain hryvnia (UAH) and the highest for the Bulgarian lev (BGN).

Table 2 classifies the tail index estimates according to their statistical significance. The results reported and the corresponding 95% confidence intervals are computed based on \( \hat{\alpha}_{\text{Pareto}} \) and the robust standard error estimators discussed in section III. Overall, the tail index estimates of the 74 series lie between [1, 4]. Specifically, the tail indices belonging to DM lie between [2, 4] and those of EM between [1, 4]. Around 39% (29 exchange rates) of the series analyzed display statistically significant tail indices between [1, 2] suggesting that these series display infinite variances and one (SAR) appears not even to have finite first-order moments. Forty-five of the

\[ \text{DGP: Student-t and Burr distributions with } \alpha = 3, \text{ and alpha-stable distribution with } \alpha = 1.25. \]
TABLE 1.—CURRENCY ABBREVIATIONS OF THE 74 DEVELOPED AND EMERGING MARKETS EXCHANGE RATE SERIES

<table>
<thead>
<tr>
<th>Developed Markets (D/M)</th>
<th>Emerging Markets (E/M)</th>
<th>Asia</th>
<th>Africa</th>
<th>Latin America</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian dollar (AUD)</td>
<td>Kazakhstan tenge (KZT)</td>
<td>Burundi franc (BIF)</td>
<td>Argentine peso (ARS)</td>
<td>Bulgarian lev (BGN)</td>
<td></td>
</tr>
<tr>
<td>Canadian dollar (CAD)</td>
<td>Chinese yuan (CNY)</td>
<td>Kenyan shilling (KES)</td>
<td>Brazilian real (BRL)</td>
<td>Czech koruna (CZK)</td>
<td></td>
</tr>
<tr>
<td>Swiss franc (CHF)</td>
<td>Taiwan dollar (TWD)</td>
<td>Malawi kwacha (MWK)</td>
<td>Chilean peso (CLP)</td>
<td>Hungarian forint (HUF)</td>
<td></td>
</tr>
<tr>
<td>Danish krone (DKK)</td>
<td>Bangladeshi taka (BDT)</td>
<td>Mauritius rupee (MUR)</td>
<td>Colombian peso (COP)</td>
<td>Polish złoty (PLN)</td>
<td></td>
</tr>
<tr>
<td>Euro (EUR)</td>
<td>Indian rupee (INR)</td>
<td>Mozambique new metic (MZN)</td>
<td>Mexican peso (MXN)</td>
<td>Romanian new leu (RON)</td>
<td></td>
</tr>
<tr>
<td>Great Britain pound (GBP)</td>
<td>Pakistan rupee (PKR)</td>
<td>Tanzanian shilling (TZS)</td>
<td>Paraguayan guarani (PYG)</td>
<td>Russian rouble (RUB)</td>
<td></td>
</tr>
<tr>
<td>Hong Kong dollar (HKD)</td>
<td>Sri Lanka rupee (LKR)</td>
<td>Uganda shilling (UGX)</td>
<td>Peruvian Nuevo sol (PEN)</td>
<td>Ukrainian hryvnia (UAH)</td>
<td></td>
</tr>
<tr>
<td>Iceland krona (ISK)</td>
<td>Brunei dollar (BND)</td>
<td>Zambian kwacha (ZMK)</td>
<td>Uruguayan peso (UYU)</td>
<td>Latvian lats (LVL)</td>
<td></td>
</tr>
<tr>
<td>Israeli New shekel (ILS)</td>
<td>Indonesian rupiah (IDR)</td>
<td>Algerian dinar (DZD)</td>
<td></td>
<td>Albanian lek (ALL)</td>
<td></td>
</tr>
<tr>
<td>Japanese yen (JPY)</td>
<td>Malaysian ringgit (MYR)</td>
<td>Egyptian pound (EGP)</td>
<td></td>
<td>Croatian kuna (HRK)</td>
<td></td>
</tr>
<tr>
<td>South Korean won (KRW)</td>
<td>Philippine peso (PHP)</td>
<td>Moroccan dirham (MAD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Zealand dollar (NZD)</td>
<td>Thai baht (THB)</td>
<td>Tunisian dinar (TND)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norwegian kroner (NOK)</td>
<td>Vietnamese dong (VND)</td>
<td>Botswana pula (BWP)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Singapore dollar (SGD)</td>
<td>Jordanian dinar (JOD)</td>
<td>Namibia dollar (NAD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swedish krona (SEK)</td>
<td>Kuwaiti dinar (KWD)</td>
<td>South African rand (ZAR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lebanese pound (LBP)</td>
<td>Gambian dalasi (GMD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qatari rial (QAR)</td>
<td>Ghanaian new cedi (GHS)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Saudi riyal (SAR)</td>
<td>Guinean franc (GNF)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Turkish new lira (TRY)</td>
<td>Mauritanian ouguiya (MRO)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>United Arab Emirates dirham (AED)</td>
<td>Nigerian naira (NGN)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 5.—TAIL INDEX POINT ESTIMATES, \( \hat{\alpha}_k \), \( k = \text{Pareto} \), \( \gamma = 0 \), \( \gamma = 1/2 \), Hill, of exchange rate returns, January 1, 1999–May 16, 2016.

standard risk measures such as value at risk and expected shortfall may become problematic, and (d) can originate difficulties in the application of standard econometric methods (see, e.g., Ibragimov et al. (2015)).

Note that Ibragimov et al. (2013) analyze only nine DM currencies (AUD, CAD, CHF, DKK, EUR, GBP, JPY, NOK, and SEK) and nine EM currencies (CNY, HKD, INR, KRW, MYR, RUB, SGD, THB, and TWD).
Table 2.—Tail Index Estimates, $\hat{\alpha}_{\text{new}}$, of the Absolute Exchange Rate Returns and Corresponding 95% Confidence Intervals for the Complete Sample, and Subperiods I and II

<table>
<thead>
<tr>
<th>Currency</th>
<th>$\alpha_{\text{new}}$</th>
<th>$1 &lt; \alpha &lt; 2$</th>
<th>$2 &lt; \alpha &lt; 3$</th>
<th>$3 &lt; \alpha &lt; 4$</th>
<th>$4 &lt; \alpha &lt; 5$</th>
<th>$\alpha$ = 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAR</td>
<td>1.08</td>
<td>[-0.26, 1.54]</td>
<td>[0.69, 2.07]</td>
<td>[0.19, 1.99]</td>
<td>[1.19, 2.06]</td>
<td>1.82</td>
</tr>
<tr>
<td>ARS</td>
<td>1.41</td>
<td>[-1.28, 2.69]</td>
<td>[0.45, 3.12]</td>
<td>[1.59, 3.87]</td>
<td>[2.36, 3.87]</td>
<td>2.62</td>
</tr>
<tr>
<td>MRO</td>
<td>1.73</td>
<td>[-0.67, 1.12]</td>
<td>[0.85, 1.16]</td>
<td>[1.91, 2.04]</td>
<td>[2.59, 3.84]</td>
<td>2.89</td>
</tr>
<tr>
<td>EGP</td>
<td>1.79</td>
<td>[0.16, 1.22]</td>
<td>[1.46, 1.77]</td>
<td>[2.07, 3.04]</td>
<td>[2.85, 3.32]</td>
<td>3.12</td>
</tr>
<tr>
<td>LBP</td>
<td>2.05</td>
<td>[2.60, 3.67]</td>
<td>[1.25, 3.09]</td>
<td>[2.39, 3.47]</td>
<td>[2.98, 3.47]</td>
<td>3.26</td>
</tr>
<tr>
<td>UGX</td>
<td>2.28</td>
<td>[1.01, 2.07]</td>
<td>[1.29, 1.98]</td>
<td>[2.18, 2.54]</td>
<td>[2.70, 2.98]</td>
<td>2.87</td>
</tr>
<tr>
<td>MXN</td>
<td>2.66</td>
<td>[1.59, 2.72]</td>
<td>[1.66, 2.74]</td>
<td>[2.50, 2.97]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>AED</td>
<td>2.98</td>
<td>[2.03, 2.85]</td>
<td>[2.85, 3.47]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>PKR</td>
<td>3.24</td>
<td>[2.12, 2.54]</td>
<td>[2.72, 3.45]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>GBP</td>
<td>3.31</td>
<td>[2.07, 2.98]</td>
<td>[2.85, 3.47]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>NGN</td>
<td>3.53</td>
<td>[2.97, 3.41]</td>
<td>[2.85, 3.47]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>CAD</td>
<td>3.44</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>ALL</td>
<td>3.83</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>JPY</td>
<td>3.87</td>
<td>[3.26, 3.47]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>NZD</td>
<td>3.90</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>[2.93, 3.41]</td>
<td>3.17</td>
</tr>
<tr>
<td>TRY</td>
<td>4.34</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>EUR</td>
<td>4.51</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>SGD</td>
<td>4.56</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HKD</td>
<td>4.65</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>TWD</td>
<td>5.06</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HUF</td>
<td>5.08</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>EUR</td>
<td>5.08</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>SGD</td>
<td>5.21</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HKD</td>
<td>5.25</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>TWD</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HUF</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>EUR</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>SGD</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HKD</td>
<td>5.25</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>TWD</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HUF</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>EUR</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>SGD</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HKD</td>
<td>5.25</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>TWD</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
<tr>
<td>HUF</td>
<td>5.28</td>
<td>[3.17, 4.69]</td>
<td>[3.59, 4.71]</td>
<td>[3.66, 4.78]</td>
<td>[3.66, 4.78]</td>
<td>3.76</td>
</tr>
</tbody>
</table>

The definitions of the currency acronyms are provided in section V and in the accompanying online appendix C. The shaded cells represent the currencies belonging to DM.
presents plots of the point estimates for EUR, CNY, GBP, and RUB, obtained with this estimator and the corresponding 95% confidence intervals for different values of the truncation level \( \kappa \). This figure highlights the stability of the point estimates across the different truncation levels considered, as the confidence intervals for different values of \( \kappa \) intersect (this is also consistent with results in Ibragimov et al., 2015, pp. 96–97, who provide similar plots for \( \hat{\alpha}_{\gamma=1/2} \)).

Currency crises have generally been a characteristic of the international monetary system, and as such, detailed analysis of the tail index by subperiods may reveal further insights. Hence, we reestimate the tail indices over the two subperiods previously indicated: subperiod I (January 1, 1999–September 15, 2008) and subperiod II (September 16, 2008–May 16, 2016). The ranges of values of the tail indices of the 74 series in the two subperiods is [1, 5] for subperiod I and [1, 4] for subperiod II, which suggest different exchange rate dynamics in these two subperiods (see table 1).

### B. Subperiod I

Subperiod I includes the massive default of Argentina’s external debt, the consequent abandoning of its currency board, and the devaluation of its currency in early 2002. Moreover, the initial part of subperiod I possibly still reflects the aftermath of the Asian financial crisis in 1997–1998 and the Russian financial crisis of 1998. However, from 2002 until the financial disruption in 2008, DM and EM overall did not experience a period of crises.

The point estimates in table 1 and figure C.2 in online appendix C indicate a large group of exchange rate return series, essentially belonging to EM, with an \( \hat{\alpha} \leq 2 \). The results show that the point estimates of the tail index for DM are between [2.20, 5.12], whereas for EM, the estimates for Asia are between [0.91, 3.92], the lowest corresponding to the Saudi royal (SAR) and the highest to the Brunei dollar (BND). For Africa, these are in the range [1.03, 4.98], where the lowest corresponds to the Guinea frank (GNF) and the highest to the Tunisian dinar (TND). For Latin America, these are between [1.44, 3.92], where the lowest corresponds to the Argentina peso (ARS) and the largest to the Chilen peso (CLP). Finally for Europe, the range of values is [1.73, 4.96], where the lowest is obtained for the Russian ruble (RUB) and the highest for the Croatian kuna (HRK).

In terms of statistical significance, we observe that for 31 of the 74 series, \( \hat{\alpha} \leq 2 \) (which suggests that 42% of the series do not seem to have finite second moments); 41 series display \( \hat{\alpha} > 2 \); 23 series present \( \hat{\alpha} > 3 \); and only 8 series display \( \hat{\alpha} > 4 \). Hence, although in this period \( \hat{\alpha} \in [1, 5] \), the distribution of the tail index estimates is very asymmetric as a large concentration of estimates is observed between [1, 2] (see table 1).

### C. Subperiod II

Subperiod II includes the global financial crisis of 2008–2009, the European sovereign debt crisis, and a number of geopolitical events (e.g., the Arab Spring), which forced sharp depreciations in many DM as well as EM. Interestingly, the financial contagion originated by the global financial crisis was short, and by 2009, many EM had recovered access to the international financial system at low interest rates. This was likely the consequence of the change to flexible managed floating regimes made by EM (see Reinhart & Rogoff, 2004), as well as a result of accumulation of foreign exchange reserves.

The results for \( \hat{\alpha}_{\text{Pareto}} \) (see figure C.2 of online appendix C) indicate that the tail index for DM in this period is between [1.93, 3.97], whereas for EM, the estimates for Asia are between [1.00, 4.57], the lowest corresponding to the Kazakhstan tense (KZT) and the highest to the Philippine peso (PHP); in Africa, between [1.47, 4.11], where the lowest corresponds to the Egyptian pound (EGP) and the highest to the Tunisian dinar (TND); in Latin America, the interval is [1.44, 3.03], with the lowest estimate corresponding to the Argentina peso (ARS) and the largest to the Chilean peso (CLP); and for Europe, we have [1.72, 4.02] where the Ukraine hryvnia (UAH) displays the lowest tail index and the Latvian lats (LVL) the highest.

In terms of statistical significance, 30 of the 74 series display \( \hat{\alpha} \leq 2 \), which corresponds to almost the same number of series with infinite variance as in subperiod I. However, twelve (BDT, BIF, GMD, GNF, LBP, MUR, MYR, MZN, RUB, SAR, TRY, and UYU) of the currencies that displayed an \( \hat{\alpha} \leq 2 \) in subperiod I registered an increase in magnitude of their tail index in subperiod II, whereas four (KZT, EGP, VND, and UAH) see their tail index estimate decrease to \( \hat{\alpha} \leq 2 \) in this period.

Specifically, we observe from table 1 that with the exception of HKD, ILS, and NZD, whose tail indices appear unchanged, all other DM currencies’ tail index decreased. For EM, we note that 16 of the 59 currencies’ tail index decreased, 28 remained unchanged, and 15 increased. These results suggest that there are differences between the tail index estimates in the two subperiods analyzed. In order to confirm this, we use the \( \hat{\alpha}_{\text{Pareto}} \) estimates and the corresponding robust standard errors computed in each subperiod and test the equality of the estimated tail indices in both subperiods. The results indicate statistically significant differences in 24 of the 74 series analyzed. In particular, 11 of the tail indices (BDT, BIF, GMD, GNF, MUR, MYR, MZN, PHP, RUB, THB, TRY, and UYU) are larger in subperiod II than in subperiod I, suggesting a potential reduction of the risk profile, whereas 13 (AUD, BGN, CAD, CHF, DKK, EGP, GBP, HRK, ISK, KRW, KWD, KZT, and MWK) decreased in subperiod II.

\[\text{Plots for all exchanges rates and different sample periods analyzed are available from the authors.}\]
D. Discussion

It is well documented in the literature that trades made by large market participants (such as central banks) can originate volatility and that their potentially large price impacts explain certain power law behavior (Gabaix et al., 2006; Gabaix & Maggiori, 2015). Gabaix et al. (2003) show that the tail behavior of absolute returns of a stock price, \(|r_t|\), is well characterized by \(P(|r_t| > x) \sim x^{-\alpha}\) with \(\alpha \approx 3\), which is also known as the cubic law of returns. As Ibragimov et al. (2015) noted, the tail behavior of returns proposed by Gabaix et al. (2003) is essentially a characteristic of markets with well-developed mechanisms, where such heavy tails are generated by the trading of large market participants with size distributions that obey Zipf’s law (a power law with \(\alpha \approx 1\)).

This is an interesting characterization of the general power law behavior of the absolute returns of the exchange rate series under analysis. In particular, the results in table 2, show that in the complete sample, 43% of the series display an \(\alpha \in (2, 4)\); for subperiod I, there is a reduction to only 27%, and in subperiod II, the percentage of series increases to 46%. The increase observed in subperiod II may be a consequence of many countries becoming more active in the foreign exchange markets since the financial crisis. However, the exchange rates dynamics observed for several EM, particularly in subperiod II, is also the result of the adoption of a more flexible and relaxed foreign exchange system with respect to the USD. The resulting system represented a significant measure in safeguarding external competitiveness and preventing negative external shocks, promoting export growth, limiting the oscillation of exchange rates, and increasing foreign exchange reserves (Kohler, 2010).

Furthermore, over recent years, the shifting of capital flows to and from EM and the widening of currency mismatches also led some countries to reexamine foreign exchange market intervention strategies. In recent years, the focus of interventions has been to contain exchange rate volatility and provide insurance against exchange rate risk rather than to achieve a particular exchange rate. Hence, greater attention has been devoted to financial stability, as, for instance, in the case in Russia & Turkey (Mohanty & Berger, 2013). The results in table 2 confirm the statistically significant improvement in the tail index estimates from subperiod I to sub-period II for RUB and TRY.

The results in table 2 also identify series with greater heavy-tailedness (\(\alpha \leq 2\)) in EM, which, as indicated in Ibragimov et al. (2015), may represent a challenge to the application of statistical and econometric methods. These results are to a certain extent not surprising given that several EM are heavily outward oriented, typically less diversified than more mature markets, and have less developed institutions. Moreover, since the cubic law of returns proposed by Gabaix et al. (2003) follows from a power law of volumes \((V_t)\) with \(\alpha = 1.5^8\) and the square-root form-price impact \(r_t = kV_t^{1/2}\), the differences observed for the tail indices in EM and DM countries may also result from the fact that the proposed square-root form-price impact may not be adequate for EM and may require adjustment. Hence, further analysis is needed to better understand the functional form of the cubic law of (exchange rate) returns (Gabaix et al., 2006; Ibragimov et al., 2015).

Additionally, further research on the implications of the structural changes detected in the tail behavior of the unconditional distribution of some of the exchange rate series (see section VC) from both a statistical and a policy perspective is necessary. For instance, applications of extreme value theory or conditional variance models typically depend on the stationarity assumption of the unconditional tail. However, a nonconstant \(\alpha\) implies a violation of covariance stationarity, which invalidates standard statistical inference based on regression analysis. Moreover, quantifying the tail index correctly is also of importance to risk managers and financial regulators.

VI. Conclusion

In this paper, we introduce a new regression-based approach for the estimation of the tail index of heavy-tailed distributions; we derive its asymptotic properties and illustrate its good finite sample performance. We show that the proposed method of estimating \(\alpha\) presents four appealing features: (a) it does not involve order statistics; (b) it provides a bias reduction over the regression-based method proposed by Gabaix and Ibragimov (2012) and, a fortiori, over other regression-based estimators; (c) it is relatively robust to the choice of the subsample used to estimate \(\alpha\); and (d) when the effect of the slowly varying part in the Pareto-type model vanishes slowly (the so-called second-order behavior of the Taylor expansion), it continues to perform satisfactorily, whereas the Hill estimator rapidly deteriorates.

Moreover, given the novelty and flexibility of the procedure, two concrete avenues for future research involving this estimator can be explored: a feasible GLS estimator for \(\alpha\) and a different scheme to generated the regressor \(x_i\). This suggests further generalizations to improve the performance of the tail index estimator when the effects of the slowly varying part in the Pareto-type model vanish slowly. (For preliminary results and further details on these extensions, see Nicolau & Rodrigues, 2015.)

We have also analyzed the effects of dependence and conditional heteroskedasticity on the properties of the proposed estimator through Monte Carlo simulations and suggest a variance estimator of the tail index estimator in this context. However, given the relevance and importance of this topic, further investigation is required. To illustrate the potential usefulness of the estimator, we also provide an empirical

\footnote{This power law for the volume corresponds to large heavy-tailedness, which suggests that trading is very concentrated.}
analysis of the tail index of 74 absolute exchange rates returns series covering DM and EM. Overall, the empirical section presents a greater worldwide coverage of exchange rate series and a larger number of EM (59) than previous work. The results obtained corroborate existing evidence on the heavy-tailedness property differences between DM and EM countries, as well as within the EM group, and presents evidence of breaks in the tail index of some of the exchange rate returns series.
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