I. Motivation: Shifting Employer Skill Requirements and Recruitment Intensity

During the slow recovery of the US labor market from 2007 to 2012, there was a change in the relationship between the unemployment rate and the job vacancy rate known as the Beveridge curve. Following the Great Recession, the unemployment-to-vacancy-rate ratio was significantly higher than one would have projected (Diamond & Şahin, 2015). Several explanations for this shift have been explored, including a mismatch between workers and vacancies across occupations and geographies, changes in the composition of job seekers, and changes in the motivation of job seekers.\(^1\)

Another important factor that has been proposed to explain the shift in the Beveridge curve during the downturn and recovery period is a change in employer “recruitment intensity” per vacancy. In this context, recruitment intensity is described as a set of actions that employers can take to influence the rate of new hires, such as changes in “advertising expenditures, screening methods, hiring standards, and the attractiveness of compensation packages” (Davis, Faberman, & Haltiwanger, 2013). For a given unemployment-to-vacancy ratio, actions that lower the recruitment intensity per vacancy also lower the fill rate, resulting in an upward shift in the Beveridge curve. This finding has sparked several theoretical models that endogenize this channel (Kaas & Kircher, 2015; Mongey, Volante, & Gavazza, 2015). Yet quantifying the magnitude of the change in recruitment intensity and why it occurs has been limited by the absence of direct measures of actions undertaken by employers (Diamond, 2013; Rothstein, 2012).

In this paper, we directly measure an important facet of recruitment intensity that shifted during the Great Recession: the skill requirements employers use to screen candidates when filling a new vacancy. Indeed, media reports and employer surveys indicate that employer requirements increased sharply between 2007 and 2012, such that a college degree was considered a requirement for many occupations that previously required only a high school diploma. This trend has colloquially become known as “upskilling.”\(^2\)

Anecdotal accounts suggest that upskilling during the Great Recession was driven to some degree by a sense among employers that “the recession is a wonderful opportunity to acquire top talent” when workers are more plentiful.\(^3\) In contrast, as the labor market has recovered, employers report that “managers have to be much more flexible now than during the recession because there’s less talent available.”\(^4\) These sentiments are consistent with what we find using a proprietary data set of 36.2 million online job postings aggregated by Burning Glass Technologies (BGT). Figure 1 shows that the percentage of vacancies requiring a bachelor’s degree or higher rose by more than 10 percentage points between 2007 and 2010 and then fell as the labor market recovered. A similar relationship is observed for the percentage of postings requiring four or more years of experience. Clearly, there is a strong time-series correlation between employer skill requirements and aggregate labor market slack as measured by the national unemployment rate. Yet it is still unclear the degree to which these aggregate trends reflect a causal shift in recruitment intensity in response to the increase in the supply of workers during the recession.

To test the upskilling hypothesis, we start by exploiting the variation in unemployment rates across states during the Great Recession. We find that employer skill requirements increased more within occupations in states experiencing...
greater increases in their unemployment rate. The relationship is economically important. Within a six-digit detailed occupation, a 1 percentage point increase in the state unemployment rate is associated with a 0.6 percentage point increase in the fraction of employers requiring a bachelor’s degree and a 0.8 percentage point increase in the fraction of employers requiring four or more years of experience. These OLS estimates are robust to using alternative measures of labor market slack, including occupation, state, and year fixed effects and their interactions, and controlling for initial skill requirements and their frequency among the population. To our knowledge, these findings provide some of the first empirical evidence of a shift in recruitment intensity whereby employer skill requirements are driven—in part—by the available supply of labor.5

Although this baseline relationship between rising employer requirements and the supply of jobless people seeking work is intriguing, the variation in the unemployment rate over the business cycle is potentially correlated with other factors. These include short-term factors, such as changes in the demand for certain goods or services and credit availability, as well as longer-term trends, such as changes in technology or other production processes.

To establish a causal relationship between changing employer skill requirements and the supply of job seekers, we employ two central identification strategies. First, to account for changes in the composition of employers and/or vacancies over time, we show that upskilling occurs even within firm × job-title pairs—not just within occupations.6 Our findings show greater increases in employer skill requirements in states and occupations experiencing larger increases in the unemployment rate, both within and across firm × job-title pairs.

Second, we introduce a plausibly exogenous instrument for the number of searchers in a given state and occupation. Specifically, we make use of a natural experiment that represents a clear shock to labor supply: the drawdown of troops from Iraq and Afghanistan between 2009 and 2012. We show that these troop withdrawals led to an additional 200,000 to 300,000 veterans entering the US domestic labor force each year and were not correlated with underlying labor market trends. Consistent with the upskilling hypothesis, we find that state × occupation cells receiving larger numbers of returning veterans correspondingly experienced a greater increase in their skill requirements. We can further purge this instrument of potentially confounding correlation with contemporaneous shocks by instrumenting for a veteran’s current state of residence using his or her state of birth. Finally, we combine the veterans-by-state-of-birth shock with the within firm × job-title specification to produce estimates using both approaches. These relationships imply effects on the same order of magnitude as the non-IV results, confirming that an exogenous increase in the supply of job searchers leads firms to change their job posting requirements.

The finding that employer skill requirements are driven—in part—by the available supply of labor has important implications for understanding the dynamics of the labor market. We document a novel feedback mechanism between labor supply and the selectivity of vacancies that operates within

5 A more recent paper by Hershbein and Kahn (2018) uses the same data set of online job vacancies to study long-term structural shifts in employer skill requirements. That paper estimates the change in the requirements caused by Bartik demand shocks and finds considerable persistence. In contrast, this paper focuses on the causal identification of the portion of the increase in employer skill requirements that is related to the increased availability of workers (as opposed to demand shocks) during the business cycle.

6 It has been shown that firm × job-titles account for the vast majority of the variance in wages within occupations, making confounding compositional changes unlikely (Marinescu & Wolthoff, 2016).
occupations and is consistent with macroeconomic models of employer search decisions (Davis et al., 2013) and heterogeneous workers (Shimer, 2012; Albrecht & Vroooman, 2002). Importantly, we find that upskilling occurs even within firm × job-title pairs, a notion that runs counter to some of the existing approaches to modeling changes in recruitment intensity as solely a compositional effect. Moreover, a related literature has explored worker entry and mobility during recessions, particularly for college graduates. These studies typically find that workers match at lower entry wages during recessions and have less steep wage trajectories over time (Kahn, 2010; Oreopoulos, von Wachter, & Heisz, 2012; Moscarini, 2001). We find that changes in employer requirements over the business cycle are consistent with—and even serve to reinforce—this effect.

II. Data: Using Job Postings to Measure Changes in Employer Skill Requirements

To study changes in employer hiring dynamics, we use a large, detailed data set of online job postings. Over the past two decades, a number of researchers have used online vacancy data to study labor market dynamics (Kuhn & Skuterud, 2004; Bagues & Labini, 2009; Şahin et al., 2014; Marinescu, 2017).

The advantage of using online vacancy data is that these data allow analysis at a greater frequency and at more refined geographies than traditional employer surveys, such as the Job Opening and Labor Turnover Survey (JOLTS). This is because the data are constructed from measures collected by software that parses text contained in millions of job ads posted online daily. One potential drawback is that online vacancy data capture only vacancies posted on the Internet and may not be representative of the universe of job openings if vacancies from certain industries and occupations are less likely to be posted electronically. However, estimates show as of 2012 between 60% and 70% of job vacancies were posted online (Carnevale, Jayasundera, & Repnikov, 2014). Other research shows that online job ads exhibit trends that are closely correlated with employer surveys over time, as well as across industries and occupations (Templin & Hirsch, 2013).

The main source of online job posting data used in this paper is collected and aggregated by Burning Glass Technologies. BGT aggregates detailed information daily on more than 7 million online job openings from over 40,000 sources, including job boards, newspapers, government agencies, and employer sites. These data are collected via a web-crawling technique that uses computer programs called “spiders” to browse online job boards and other websites, remove duplicates, and systematically text parse each job ad into usable data elements. BGT mines more than seventy job characteristics from free-text job postings, including job title, employer name, location, and the level of education and years of experience required. BGT then codes each posting to create education and experience categories as well as occupational groupings using the 2010 Standard Occupational Classification (SOC) hierarchy.8

BGT provides snapshots of the data in which vacancies are reported monthly and are pooled over the year without duplication. As such, these data are unique in allowing geographical analysis of labor demand by education and experience level over time. The data are available by state for detailed occupations—down to the six-digit SOC code level—in 2007, 2010, and 2012. In total, our data represent roughly 36.2 million job postings across these three years. About half of the BGT postings also identify the employer name, which allows us to eliminate potential changes in the BGT sample composition or construction by also employing specifications that draw on a panel of firms and job titles over time, in addition to our OLS specifications that make use of the full cross-sectional sample.

Although we use the BGT data primarily as a dependent variable (meaning that random noise does not bias our regressions), it is important to understand the coverage patterns for interpreting the results. We explore this issue in detail in the online appendix, and other authors have also tested the robustness of these data (Carnevale et al., 2014; Rothwell, 2014; Hershbein & Kahn, 2018). Despite differences in the sampling frame of the BGT data compared to state and national employer job vacancy surveys, the industry and occupation distributions are quite similar and are consistent over time.9 As a robustness check, we also replicate our firm × job-title analysis using the Minnesota Job Vacancy Survey and find results similar to those generated by the BGT data (see table B7 in the online appendix).

A. Changes in Employer Skill Requirements

Based on the education and experience fields parsed from the BGT online job postings, we construct several measures of employer skill requirements. Table 1 provides descriptive statistics for our dependent variables across the various samples we use in our identification strategies. Our first identification strategy controls for state and occupation fixed effects and makes use of the total sample of 36.2 million job postings.

---

8See http://www.burning-glass.com/realtime/ and the online appendix for more details on this data source.
aggregated into state \times occupation \times year cells. On average, there are roughly 500 to 600 postings for a given state \times occupation cell in each year (2007, 2010, and 2012). It should be noted that these data exhibit a considerable amount of variation given the different employment levels of these occupations, even within state \times occupation \times year cells. The number of underlying observations available to construct some cells varies from as few as 1 posting to as many as 60,000 postings. To ensure that our dependent variables capture meaningful differences over time and accurately represent the state of the labor market, we drop observations with fewer than 15 total postings in a given cell, which corresponds to eliminating the bottom 5% of the sample. In addition, since we are analyzing changes in the fraction of postings requiring a particular skill, we weight the observations by the occupation’s share of total postings in the state in a given time period in all regressions. This ensures that our results are not driven by outlier occupations with few underlying postings, and that the regressions are not dominated solely by large states.

We construct two primary dependent variables by state \times occupation \times year to measure the share of job postings requiring two dimensions of skill: educational attainment and years of experience. The BGT education categories range from the share of postings with no education requirement to the share requiring a graduate or professional degree—and all levels in between. Required experience is measured continuously, although the most postings are concentrated at round numbers and half-year increments. Our primary dependent variables are the share of postings requiring a bachelor’s degree or greater and the share of postings requiring at least four years of experience. Prior to the Great Recession, roughly 13% of postings requested a bachelor’s degree or higher in 2007, whereas 8% of postings requested four or more years of experience. Employer requirements along both dimensions of skill have increased over time, with most of the increase occurring between 2007 and 2010 during the height of the Great Recession (see table 1).

We also make use of two other samples to implement our second identification strategy that controls for firm \times job-title fixed effects. The first is a sample of BGT job postings that

11Job title is always populated for each posting so that all observations can be categorized by occupation.
12Our results are robust to more stringent restrictions, such as dropping observations for which there are fewer than 7/5 openings for a given occupation \times state cell, as well as to alternative weighting schemes such as weighting observations by the minimum total openings in both periods. Some job postings list both a minimum (“required”) and maximum (“preferred”) requested educational qualification. For example, approximately 12% of job postings specify that a bachelor’s degree is required but a graduate degree is preferred. The results in all of our specifications are qualitatively similar if instead we use the minimum qualifications required. As a robustness check, table B3 in the online appendix also reports results from specifications that use the other skill levels and find results consistent with the upskilling hypothesis.
identify employer names, representing roughly half of the total sample (17.3 million postings). Occasionally the data show an extremely large number of observations for the same firm \( \times \) job title \( \times \) state cell in a given month and year. We address this by eliminating extreme duplicates with more than fifty observations for a given firm \( \times \) job title \( \times \) state \( \times \) year \( \times \) month (less than 1% of the full sample with no missing data). The second is a panel of firm \( \times \) job title \( \times \) state observations over the three years constructed by collapsing the data to the firm \( \times \) job title \( \times \) state \( \times \) year level and taking the mean of the education and experience requirements. This panel has the advantage of eliminating variation due to changes in firm or job-title composition while also taking a more conservative approach to high-frequency posters by weighting each firm \( \times \) job title \( \times \) state \( \times \) year cell equally. Summary statistics for both of these alternate samples show upskilling trends that are similar to when we aggregate the data into state \( \times \) occupation cells.

### B. Changes in Labor Market Slack

Our basic empirical strategy is to explore the relationship between changes in employer skill requirements and changes in local labor market conditions over time. To do this, we use two primary measures of labor market slack. The first measure is the state unemployment rate as reported by the Bureau of Labor Statistics. The second is a labor supply/demand ratio that varies within both state and broad occupation group. This measure is modeled on the Conference Board’s Labor Supply/Demand Ratio for their Help Wanted On-Line (HWOL) data set and is the ratio of the number of unemployed individuals relative to the number of job postings for a given state and occupation group. The numerator is estimated using data on unemployed individuals by state and six broad occupation groups from the American Community Survey (ACS). The denominator is calculated using the number of BGT job postings by state and broad occupation group.

### C. Changes in Veteran Labor Supply

As a source of exogenous variation in the number of job searchers, we make use of a natural experiment resulting from the large increase in the post-9/11 veteran labor force following troop withdrawals from Iraq and Afghanistan. The United States began withdrawing troops from these countries in 2009, and by 2012 approximately 1.6 million veterans had returned home and left active duty. Less than one-quarter of veterans separating from the military during this period were disabled or retired, and more than half had applied for unemployment benefits. As of 2010, the national unemployment rate for post-9/11 veterans who had recently served in Iraq or Afghanistan was 14.3% compared to 11.4% for veterans serving in other locations and only 9.4% for nonveterans. Moreover, returning veterans are attractive job candidates with practical training, hands-on experience, well-developed teamwork and leadership skills, and even higher educational attainment than that of the total civilian population.

To capture the change in veteran labor supply over this period, we use the ACS to estimate the change in the number of post-9/11 veterans in the labor force at the state level each year from 2007 through 2012. Table 2 shows that during this period, an additional 200,000 to 300,000 post-9/11 veterans joined the US labor force each year. Moreover, veteran employment is concentrated among a select group of occupations that typically make use of the specialized skill set that comes from serving in the military. As a result, military-specific occupations such as protective services (e.g., police officers and sheriffs, security guards, and firefighters) and operations specialists (e.g., aircraft mechanics, logisticians, and computer support specialists) typically receive a disproportionate share of veteran employment (see figure A5 in the online appendix). This variation across states, occupations, and years provided a sizable exogenous shock to the supply of skilled job searchers per posting for state \( \times \) occupation cells receiving a disproportionate share of the veteran withdrawal (see figure A6 in the online appendix). As such, the troop withdrawal from Iraq and Afghanistan creates a natural experiment from which we can measure the response of skill requirements to increases in labor supply.

To more formally capture this targeted impact of the increase in the supply of post-9/11 veterans on the labor market, we construct four measures of changes in the supply of veteran labor across state \( \times \) occupation \( \times \) year cells as reported in table 2. Three of these measures are broadly similar. The first measure is simply the log difference in the number of post-9/11 veterans in the state labor force, as reported in the ACS Summary Files, multiplied by the occupation’s share of veterans. One drawback to this measure is that the one-year ACS was not designed to measure high-frequency changes...
in the number of post-9/11 veterans at the state level. As a result, the changes we measure are noisy, and thus our estimates are subject to attenuation bias. An alternative approach is to take the log difference in the number of post-9/11 veterans at the national level and create state-level variation by multiplying this change by each state’s average share of the post-9/11 veteran labor force measured over time.22

Of course, the residence of veterans following the drawdown in Iraq and Afghanistan is potentially endogenous, as veterans can choose to return to places in the United States with better employment opportunities. This is particularly relevant during the period we are studying at the height of the Great Recession. To address this issue, we once again construct an allocation-based measure based on the national change in post-9/11 veterans. However, instead of allocating veterans based on each state’s average share of veterans by their current residence, we allocate them based on each state’s average share of veterans by state of birth (Charles, Hurst, & Notowidigdo, 2018; Carneiro & Lee, 2011). This measure of location is plausibly exogenous, as veteran state of birth is not likely to be correlated with changes in the current state of the labor market. Yet places where many veterans were born do receive a larger labor supply shock, as many veterans return home to be near family.

Finally, to compare the results from the veteran specifications to the previous OLS estimates, we construct a veteran supply/demand ratio similar to the overall labor supply/demand ratio described above. This is defined as the ratio of the number of returning veterans relative to the number of job postings for a given state and occupation group. The numerator is constructed by multiplying the national change in the number of post-9/11 veterans by each occupation group’s veterans’ share and each state’s share of veterans’ birthplace. The denominator is the same as the overall labor supply/demand ratio.

### III. Empirical Approach

We seek to explore the upskilling dynamic by measuring the degree to which the observed increase in employer skill requirements is related to the supply of job seekers. We use two primary sources of variation. For the specifications using the basic labor market measures, the identifying assumption is that the Great Recession affected some states more than others, allowing us to exploit the variation in local labor markets across states and time periods. For the specifications using the veteran supply shocks, the identifying assumption is that the timing of the troop withdrawal and the veteran’s state of residence or birthplace was uncorrelated with underlying trends in skill requirements at the state × occupation level.

Although the BGT data provide detailed information on education and experience requirements posted by employers, two key limitations shape our empirical approach. First,
about half of the postings come from job boards where the employer name is not listed. Second, no BGT data exist for 2008 and 2009. Therefore, we use two different empirical specifications. Our first approach is to make use of all the underlying job postings, regardless of whether employer name is listed, by aggregating the BGT data into state × occupation cells and using a stacked difference specification due to missing data for 2008 and 2009 to show that the upskilling relationship holds in the cross-section. We then restrict the sample to observations with employer name to be able to control for changes in the composition of employers over time using a fixed-effects model. Rather than pick one specification that eliminates half the observations—or the other, which does not control for employer × job-title fixed effects—we use both approaches to demonstrate that the results are the same regardless of the approach or the sample that is used.\(^{23}\)

Given the considerable heterogeneity in both the level of required skill and labor availability across states and occupations, we first use a stacked difference specification, similar to that used by Autor, Dorn, and Hanson (2013). The sample is completely balanced with all state × occupation cells observed in both periods, and because the regression is specified in differences, this approach effectively allows for differential trends in skills across occupations for each time period. Specifically, we estimate the basic cross-sectional relationship between changes in employer skill requirements and changes in labor market slack using the following OLS specification:

\[ \Delta S_{o,s,t} = \alpha + \beta \Delta U_{o,s,t} + \gamma X_{o,s,t} + \tau_o + \sigma_s + \tau_t + \epsilon_{o,s,t}, \quad (1) \]

where for occupation \( o \), in state \( s \), over time period \( t \):

- \( \Delta S_{o,s,t} \): percentage point change in skill requirements (e.g., education or experience)
- \( \Delta U_{o,s,t} \): change in the labor availability measure (e.g., change in the state unemployment rate, the supply/demand index by state and broad occupation group, or the veteran shocks)
- \( X_{o,s,t} \): vector of control variables (e.g., initial level of skill required in 2007, share of the population by education or experience level in 2000)
- \( \tau_o \): occupation fixed effects to capture differences across occupations
- \( \sigma_s \): state fixed effects to capture differences across states
- \( \tau_t \): time period dummy to capture changes in the general composition of vacancies
- \( \epsilon_{o,s,t} \): a stochastic error term

Using equation (1), we examine changes in employer requirements across occupations and states over time. Our vector of control variables \( X_{o,s,t} \) includes the share of the state population with a bachelor’s degree in 2000 and the average age of the state population in 2000 to account for both heterogeneity in the preexisting pool of skilled labor available to employers, as well as the initial share of openings requiring a particular skill in 2007 to account for heterogeneity across state × occupation cells. The occupation, state, and time fixed effects are used to control for preexisting trends by state and occupation. We also include specifications with fully flexible occupation-specific time trends by including \( (\theta_o \times \tau_t) \) interactions. The coefficient of interest in equation (1) is \( \beta \), which measures the increase in skill requirements related to changes in the availability of labor. If \( \beta \) is positive and significant, this suggests that employers are upskilling education and experience requirements in response to an increase in the supply of job searchers in a particular state and occupation. One potential limitation of this approach is that it ignores changes in the composition of firms and jobs that are potentially driven by factors other than the supply of job searchers, such as changes in technology and industry demand. It also cannot account for potential changes in the representativeness of the BGT data over time.

Our second approach addresses these concerns about changes in employer composition and data quality over time by focusing on within firm × job-title changes. Specifically, we control for changes in the composition of employers over time by using a fixed-effects model for the more restricted sample of observations that identify employer name. The inclusion of firm × job-title fixed effects is conceptually similar to a first-difference model that is driven by changes over time.\(^{24}\) Because of the presence of multistate firms, we also control for firm × job title × state fixed effects to allow for differential firm responses to local labor market conditions for a given job title. We do this using the following specification for both the basic labor market measures and our veteran labor availability measures:

\[ S_{fj,s,t} = \alpha + \beta U_{o,s,t} + \gamma X_{fj,s,t} + \eta_{fj,s} + \tau_t + \epsilon_{fj,s,t}, \quad (2) \]

where for firm-job title pair \( fj \), in state \( s \) over time period \( t \):

- \( S_{fj,s,t} \): a dummy variable for requiring a particular skill (either education or experience)
- \( U_{o,s,t} \): the labor availability measure (either the state unemployment rate, the supply/demand index by state and broad occupation group, or the veteran shocks)
- \( X_{fj,s,t} \): vector of control variables (e.g., initial level of skill required in 2007)
- \( \eta_{fj,s} \): fixed effect for each firm × job title × state combination
- \( \tau_t \): time period dummy to capture changes in the general composition of vacancies
- \( \epsilon_{fj,s,t} \): stochastic error term

\(^{23}\)Table B8 in the online appendix provides analogous estimates for equation (2) using the cross-sectional sample.

\(^{24}\)However, note that not all state-firm-job title cells are observed in all three years of the data (2007, 2010, 2012), so we cannot use the same stacked difference model as equation (1).
By focusing on within firm \times job-title changes, these specifications remove the possibility that the observed upskilling relationship is due to changes in the composition of employers or jobs observed in the data. The downside to this specification is that roughly half of the BGT postings do not include employer name and therefore are dropped in this specification. Since the panel is unbalanced across the three years, the equation is specified in levels but includes firm \times job-title fixed effects to be able to compare skill requirements for the same job at the same employer over time.

### IV. Results

#### A. Baseline OLS Specifications

In this section, we establish the basic upskilling relationship in the cross-section as described in equation (1). Recall that a positive and significant $\beta$ indicates that skill requirements rose more within occupations in states experiencing a greater increase in the unemployment rate. Of course, it would be naive to infer causality solely from these cross-sectional relationships, given the potential for serious omitted variable bias.

Table 3 reports the results of these initial regressions using the variation in basic labor market measures across states and over time for our primary dependent variables: the share of postings requiring a BA or greater and the share of postings requiring at least four years of experience. Each coefficient listed is from a separate regression, and standard errors for all regressions are clustered at the state level. Column 1 regresses the change in these skill requirements on the change in the state unemployment rate and the BGT supply/demand ratio including only year effects. Column 2 includes occupation \times year fixed effects to allow for differential time trends in skills across occupations. Note that this effectively accounts for roughly 60% of the variance in both education and experience requirements. Column 3 includes our baseline set of controls, which have an extremely small impact on the coefficient of interest.

Table 3 reports the results of these initial regressions using the variation in basic labor market measures across states and occupations experiencing a greater increase in unemployment rates between 2007 and 2010 raised education requirements within occupations by 3.2 percentage points and raised experience requirements by 4.2 percentage points, respectively.

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$ State Unemployment Rate</td>
<td>0.882***</td>
<td>0.698***</td>
<td>0.636***</td>
<td>0.907***</td>
</tr>
<tr>
<td>(0.240)</td>
<td>(0.225)</td>
<td>(0.203)</td>
<td>(0.244)</td>
<td>(0.243)</td>
</tr>
<tr>
<td>$\Delta$ BGT Labor Supply/Demand Ratio</td>
<td>0.197***</td>
<td>0.125***</td>
<td>0.100***</td>
<td>0.105***</td>
</tr>
<tr>
<td>(0.052)</td>
<td>(0.028)</td>
<td>(0.031)</td>
<td>(0.036)</td>
<td>(0.047)</td>
</tr>
</tbody>
</table>

Each coefficient listed is from a separate regression specified by equation (1) in the text. Each regression uses the first sample listed in table 1 that aggregated data from all 36.2 million job postings into state \times 6-digit Standard Occupation Code (SOC) cells containing at least fifteen total postings for both years over which the change is measured, excluding those that are missing a state FIPS code or are located in Washington, DC, Guam, or Puerto Rico. Observations are weighted by the occupation’s share of each state’s total postings. Baseline controls include the initial (2007) share of postings requiring the skill measured, as well as either the share of the state population with a bachelor’s degree or greater in 2000 (for panel A) or the average age of the population in 2000 (for panel B). Standard errors (in parentheses) are clustered by state. $^a p < 0.10$, $^b p < 0.05$, and $^c p < 0.01$.  

See the individual coefficients on each control from column 2 as listed on table B2 in the online appendix.
Relative to the observed increases in skill requirements reported in table 1 during this period, our estimates suggest that changes in employer skill requirements due to the increased availability of workers during the business cycle can account for up to 30% of the total increase for education and nearly 50% of the total increase for experience. Finally, we also perform two robustness checks by estimating the upskilling relationship across traded versus nontraded industries and substituting HWOL for the BGT supply/demand ratio—both of which produce results that are similar in magnitude or even stronger.

B. Within Firm × Job-Title Specifications

As discussed earlier, another potential worry is that there were nonrandom changes in employer composition or data quality over time. To control for these potentially confounding factors, we explore changes in employer skill requirements within an individual firm and job-title pair over time using data at the job posting level. Again, we do this using both the change in the state unemployment rate and the change in the BGT supply/demand ratio as our measures of labor market slack.

Table 4 provides estimates of the upskilling relationship from equation (2) using within firm × job-title variation for the sample of BGT job postings that include employer name. Panel A reports results for the full cross-sectional sample of job postings with nonmissing employer names, while panel B reports results for the panel sample of repeated employer × job title × state observations. As with the OLS specifications, each coefficient listed is from a separate regression, and standard errors for all regressions are clustered at the state level.

For both education and experience requirements, we find a positive and significant relationship between employer skill requirements and labor market slack—even when controlling for the same job title at the same employer in the same state. Columns 1 and 5 control only for year and firm × job-title

---

28 See table B15 in the online appendix, which compares estimates across all other specifications.
29 See tables B4 and B5 in the online appendix for more details on these results.
fixed effects, while columns 2 and 6 include fixed effects by occupation × year as well as by firm × job title × state cells. Both sets of regressions account for approximately 80% of the variation in employer skill requirements. Controlling for firm × job-title pairs within a state in columns 3 and 7 of panel B, we find that a 1 percentage point increase in the state unemployment rate raises the share of job postings requiring a bachelor’s degree by 0.440 percentage points and the share of job postings requiring at least four years of experience by 0.452 percentage points.

The firm × job-title estimates in table 4 are not dissimilar from the OLS estimates found in table 3. However, as previously discussed, the two specifications weight occupations and states differently, making it difficult to make direct comparisons. We address this by providing additional estimates that reweight each firm × job title × state cell in our panel sample using the state × occupation weights from our OLS regressions. This reweighting procedure produces coefficients that are quite similar across the two sets of results, despite being estimated using different samples and different levels of aggregation. Finally, we perform several robustness checks by substituting the BGT labor supply/demand ratio with that reported by HWOL, estimating the five-year change over the entire 2007–2012 period, and using data on actual vacancies reported by the Minnesota Job Vacancy Survey—all of which produce results that are similar in magnitude or even stronger.

C. Veteran Supply Shock Specifications

As a source of exogenous variation in the availability of skilled workers, we make use of a natural experiment resulting from the large increase in the post-9/11 veteran labor force following troop withdrawals from Iraq and Afghanistan. With this identification technique, we investigate whether state × occupation pairs receiving a greater number of returning veterans in a given period saw greater increases in skill requirements. Yet one might be concerned that the return of these veterans was potentially correlated with underlying trends or other factors shifting skill requirements. We find no correlation between our constructed veteran supply shock measures and prior period trends in wages and employment. Furthermore, the veteran supply shock is not correlated with the initial level of skill requirements measured in either the BGT or OLS specifications. These robustness checks, combined with the lack of an easy-to-articulate omitted variable bias problem, further reinforces our confidence in this identification strategy.

While the timing of the drawdown from Iraq and Afghanistan was unlikely to be correlated with prior cross-sectional trends, it is possible for the residential location of veterans to be correlated with potential confounders if chosen endogenously. Therefore, we also allocate post-9/11 veterans by their state of birth as a proxy for their state of residence (Carneiro & Lee, 2011; Charles et al., 2018). We also test whether the correlation between the veteran supply shock and rising skill requirements can be accounted for by trends at the state, occupation, or state × occupation level. We can

---

See the R² statistics listed in the second two panels in table B5 in the online appendix.

See tables B5 to B7 in the online appendix for more details on these results.
Table 5.—Relationship between Changes in Employer Skill Requirements and Veteran Supply Shock

<table>
<thead>
<tr>
<th>A. OLS estimates using veteran supply shock</th>
<th>Change in the Share</th>
<th>Change in the Share</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bachelor’s Degree or Higher</td>
<td>Four or More Years of Experience</td>
</tr>
<tr>
<td>Δ Log Post-9/11 Veterans by State × Occ Vet Share</td>
<td>1.382** (0.771)</td>
<td>1.590** (0.857)</td>
</tr>
<tr>
<td>Δ Log Post-9/11 Veterans × State Vet Share × Occ Vet Share</td>
<td>0.421** (0.167)</td>
<td>0.364*** (0.0964)</td>
</tr>
<tr>
<td>(Allocated by State of Residence)</td>
<td></td>
<td>(0.160)</td>
</tr>
<tr>
<td>Δ Log Post-9/11 Veterans × State Vet Share × Occ Vet Share</td>
<td>0.477** (0.193)</td>
<td>0.312*** (0.0914)</td>
</tr>
<tr>
<td>(Allocated by State of Birth)</td>
<td></td>
<td>(0.132)</td>
</tr>
<tr>
<td>Baseline controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Occupation, year fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>State fixed effects</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of observations</td>
<td>37,664</td>
<td>37,664</td>
</tr>
</tbody>
</table>

| B. IV estimates using veteran supply shock | | |
| Δ BGT supply/demand ratio for post-9/11 veterans | 1.380*** (0.514) | 1.317** (0.621) |
| (Allocated by State of Birth) |                                    | (0.506) |
| Δ BGT supply/demand ratio | 0.498** (0.153) | 0.544*** (0.204) |
| IV with Δ BGT supply/demand ratio for post-9/11 veterans |                                    | (0.142) |
| (Allocated by State of Birth) |                                    | (0.208) |
| First-stage F-statistic (for Δ BGT supply/demand ratio) | 16.4 | 21.7 |
| Baseline controls | Yes | Yes | Yes | Yes |
| Occupation, year fixed effects | Yes | Yes | Yes | Yes |
| State fixed effects | No | Yes | No | Yes |
| Number of observations | 37,664 | 37,664 | 37,664 | 37,664 |

| C. Firm-job title estimates for veteran supply shock | | |
| Log Post-9/11 Veterans by State × Occ Vet Share | 0.478** (0.237) | 0.886*** (0.244) |
| Log Post-9/11 Veterans × State Vet Share × Occ Vet Share | 0.758*** (0.204) | 1.201*** (0.319) |
| (Allocated by State of Birth) |                                    | |
| Year fixed effects | Yes | Yes | Yes |
| Firm × Job Title × State Fixed Effects | Yes | Yes |
| Number of observations | 1,277,581 | 1,277,581 |

Each coefficient listed is from a separate regression. The first two panels use the same State × Occupation sample as table 3, while the third panel uses the same Firm × Job-Title sample as table 4. Panel A uses the first three alternative measures of the veteran supply shock as described in table 2. Panel B uses the fourth measure of the veteran supply shock—the veteran-specific supply/demand ratio from table 2—and also uses this measure as an instrument for the previous BGT supply/demand ratio found in table 1. Panel C uses the first and third measures of the veteran supply shock as described in table 2. First-stage F-statistics demonstrating the absence of weak instrument bias are reported for these IV regressions. See the online appendix for more detail on sample and variable construction. Standard errors (in parentheses) clustered by state. *p < 0.10, **p < 0.05, ***p < 0.01.

even test whether this correlation exists within individual firm × job-title pairings.

Using our different measures of the veteran supply shock, panel A of table 5 demonstrates a strong, significant, and positive relationship between the sharp increase in the supply of returning veterans and the rise in employer skill requirements for both education and experience. Moreover, controlling for state fixed effects—which we do in columns 2 and 4—has little impact on the results, suggesting that we are not picking up some hidden, underlying state-level trend. As expected, we get more precise estimates when we use national estimates of the number of returning veterans and allocate them by state of residence or state of birth. The magnitudes indicate that a 1 SD increase in the supply of veterans increases the share of postings requiring a bachelor’s degree and the share requiring at least four years of experience by roughly 1.6 percentage points.

How do these results compare to the OLS results described in previous sections? To explore this, we use our veteran-specific supply/demand ratio. As seen in the first row of panel B in table 5, changes in this measure again strongly correlate with upskilling for both education and experience requirements, and the magnitude is similar to the results in panel A. More important, our veteran supply/demand ratio can also be used as an instrument for the aggregate BGT labor supply/demand ratio used in table 3. This instrument captures information about both the number of searchers and the demand by occupation and state. As such, it has sufficient power to surpass traditional weak instrument benchmarks as shown by the first-stage F-statistics reported at the bottom of panel B in table 5. These IV estimates—using the change in the supply of veterans by state of birth—are, if anything, larger than those reported in table 3. A 1 percentage point increase in the labor supply/demand ratio is associated with a 0.54 percentage point increase in the share of employers requiring

34 See the online appendix for specifications without the baseline controls (table B11) as well as specifications that include state × occupation fixed effects, allowing for a trend at the state × occupation level (table B13).
a bachelor’s degree and a 0.65 percentage point increase in the share of employers requiring four or more years of experience. In contrast, the previous OLS coefficients are likely to be attenuated due to both measurement error in the state labor supply/demand measures and endogeneity issues associated with hiring decisions made during the recession—problems that are addressed by using the IV estimates. Moreover, we provide a robustness check accounting for the endogeneity of labor force participation among returning veterans and reports results that are very similar, if not stronger, than those using our unadjusted veteran supply shock measures.

Finally, in panel C of table 5, we combine both the within firm × job-title approach with the veteran supply shock analysis, which effectively compares upskilling within firm × job title × state groupings that received veteran shocks of different magnitudes. The coefficients in panel C of table 5 are similar in magnitude to those in panel A, confirming that opportunistic upskilling occurs within individual firm × job-title cells even when using an exogenous shock to labor supply. Of course, the veteran supply shocks matter most for certain occupations and locations, which may not be generalizable. Still, the fact that this natural experiment provides results similar to our basic OLS regressions using the business cycle variation as well as the within firm × job-title fixed effects specifications strongly suggests a causal link between rising employer skill requirements and the increased supply of available workers.

Firms may decide to raise skill requirements when confronted with an increase in the supply of job seekers for several reasons. One intuitive possibility is that firms have a higher likelihood of finding a skilled worker for a mid- or low-skilled position when the unemployment rate is high. This intuition is consistent with the fact that the number of available high-skilled job seekers per vacancy is strongly correlated with the overall unemployment rate, as the composition of the pool of unemployed workers becomes more skilled during recessions (Mueller, 2017). It is also consistent with the fact that the college wage premium for new hires is procyclical, making it more likely that a high-skilled worker will accept a job offer for a mid- or low-skilled position during a recession.

V. Conclusion

The persistent weakness of the US labor market following the Great Recession continues to puzzle researchers and policymakers alike. On the one hand, employers reported difficulty finding skilled workers to fill open positions, suggesting the potential for some degree of labor market mismatch across industry, occupation, or geography. Yet on the other hand, economists find that the lack of real wage growth observed even within industries and occupations with relatively strong demand suggests little role for labor market mismatch. More recently, the literature has explored the possibility that a decrease in “recruitment intensity” per vacancy during the recession may have led to an upward shift in the Beveridge curve such that a higher vacancy rate prevailed for a given unemployment rate during much of the recent recovery (Davis et al., 2013). Yet to date, the application of this theory has been limited by the absence of direct measures of recruiting intensity across employers.

In this paper, we measure one channel along which recruitment intensity may have shifted during the Great Recession—the skill requirements employers use to screen candidates when filling a new vacancy—and find evidence of opportunistic upskilling. Using data on millions of online job vacancy postings, we find that employer requirements rise for both education and experience when job seekers are more plentiful—even when controlling for year, occupation, and state fixed effects, among other covariates. This pattern, found using multiple measures of labor availability, is robust to using both online job vacancy data as well as data from a state-level employer survey. Moreover, we find that unemployment-related upskilling occurs even within firm × job-title pairs, suggesting that changes in recruitment intensity do not simply reflect a shift in the composition of employers or the positions that they seek to fill. We also use a natural experiment based on troop withdrawals from Iraq and Afghanistan as a source of exogenous variation in the availability of skilled workers and find a similar pattern of employer upskilling—again within firm × job-title pairs.

Our finding that weaker labor markets lead to rising employer skill requirements has important implications for models in labor and macroeconomics that aim to explain the dynamics of the labor market during recessions. Our estimates suggest meaningful effects such that employer upskilling during the Great Recession could potentially account for 18% of the total increase in education requirements and 25% of the increase in experience requirements observed between 2007 and 2010, with somewhat smaller impacts over the whole five-year period 2007 to 2012. To our knowledge, these findings provide some of the first empirical evidence of a shift in recruitment intensity whereby employer skill requirements are driven—in part—by the available supply of labor.

33 It is possible to benchmark how much of the attenuation is plausibly due to measurement error versus endogeneity: both of which tend to attenuate the point estimate of upskilling toward 0. Following Autor et al. (2013), we assess the degree of measurement error by substituting the HWOL labor supply/demand ratio for the BGT measure. Doing so increases the OLS coefficient on the education requirement from 0.172 to 0.262 (table B5, column 4), accounting for 24.2% of the difference between the OLS and IV estimates, with the remaining difference (0.262 versus 0.544) associated with the correction for endogeneity.

34 Table B14 estimates upskilling using a measure of veterans in the labor force (excluding non-participants) as well as only non-disabled veterans. We are concerned, though, about the potential endogeneity of this margin (see Autor, Duggan, & Lyle 2011) and hence we use only the unscaled versions here.

35 See figures C1 to C3 in the online appendix, where we also present a simple partial-equilibrium model of the upskilling mechanism as well as some instructive correlations between upskilling and worker skills.

36 This smaller magnitude over 2007 to 2012 is likely due to employer skill requirements reversing as the economy began to recover in some states as shown in figure 1. For more evidence of downskilling during the recovery, see Modestino, Shoag, and Ballance (2016).
As such, search and matching models should incorporate upskilling over the business cycle, as it represents a novel feedback mechanism between labor supply and the selectivity of vacancies.

Given that our estimates do not account for most of the change in skill requirements, we recognize that opportunistic upskilling in response to the increased availability of job searchers is only one of the forces explaining the rise in skill requirements over the period we study. For example, prior research has demonstrated that changes over the business cycle are subtle and complicated because both cyclical and structural factors can interact (Jaimovich & Siu, 2020; Charles, Hurst, & Notowidigdo, 2018). Hershbein and Kahn (2018) find supporting evidence of this, showing that the change in employer demand for skill responds persistently to local industry demand shocks that appear to be related to technological and capital changes that permanently affect the demand for education and experience. We believe their work complements our findings by measuring the degree to which structural forces drive employer upskilling compared to the estimates that we present in this paper that capture employer responses to the business cycle. Still, by demonstrating that employer upskilling is associated with opportunistic hiring when labor markets are slack, we provide important evidence that at least some of what is labeled as “structural mismatch” is at least partially cyclical and likely to revert.
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