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Abstract—The collapse of long-term lending relationships amplified the Great Depression. We demonstrate this by developing a new measure of lending relationships that can be calculated from widely available data at any level of aggregation. Our approach exploits differences in the responsiveness of loan rates to bank funding costs and is supported by historical evidence and theoretical arguments. The new measure reveals that the marginal impact of bank suspensions on economic activity was higher in more relationship-intensive areas, providing the first formal evidence that relationship lending propagated the real effects of banking sector distress in the early 1930s.

I. Introduction

The Great Depression was the longest and deepest downturn in U.S. history. Scholars have long debated how the collapse of commercial banking in the early 1930s contributed to the contraction of commerce and industry. The pioneering work of Bernanke (1983) inspired a large literature that seeks to estimate the size and significance of this credit channel. The assumption that underlies almost all of these papers is that bank suspensions had real effects because they destroyed—or at the very least prevented the immediate redeployment of—some critical input into the bank lending process that has an impact on the cost of credit. Absent this assumption, it is difficult to explain why bank suspensions would contribute to such a deep and protracted decline in economic activity. But what exactly was this critical input, and why was it so difficult to redeploy? Despite the abundant scholarship on the Great Depression, data limitations have impeded attempts to answer this question.

In this paper, we demonstrate that the critical input impaired by bank suspensions was the soft information that banks had acquired about the quality of their borrowers over the course of multiperiod lending relationships. Soft information cannot be directly observed by the econometrician, and the types of microeconomic data on bank-firm interactions used to construct proxies for it in modern analyses of lending relationships are unavailable for the 1920s and 1930s. We resolve this problem by developing a new measure of continuing lending relationships that can be constructed from data aggregated at any level or frequency, enabling comparison to the time series and panel data typically analyzed by macroeconomists. We then use our measure to show that disruptions to continuing relationships as a result of bank suspensions in the early 1930s contributed to the severity of the Great Depression.

Our measure is based on the idea that loan rates charged in continuing relationships are less responsive to changes in bank funding costs than are those charged on other loans. We start by comparing average interest rates on two types of bank loans: one that historical sources describe as relational (commercial loans) and one that they describe as transactional (brokers’ loans). We find that the average interest rate on the relationship loans was less responsive to changes in bank funding costs than was the average interest rate on the transactional loans. We present a model based on Hachem (2011) to help understand why this was the case. We choose this model because its assumptions are consistent with the institutional details of the period we study, namely, the short-term and uncollateralized nature of commercial loans, the potential sequencing of these loans as part of longer-term lending relationships, and the competitive nature of bank lending.

At the heart of the model are the asymmetric information problems inherent in financial intermediation. The first is adverse selection, which exists because borrowers have private information about their ability to operate certain projects. The second is moral hazard, where higher loan rates increase a borrower’s incentive to undertake projects with high default risk. Moral hazard generates a threshold loan rate above which borrowers shift their unobservable efforts toward riskier projects. Heterogeneous ability implies that this threshold depends on the borrower’s type. A continuing relationship lender is able to use information gleaned about his borrower’s type during previous interactions to determine the threshold and decide whether to pass an increase in bank funding costs through to the borrower. New relationship lenders and transactional lenders cannot condition this decision on the borrower’s type because they lack information about it.

The model predicts that the incentive-compatible contract offered by a continuing relationship lender eliminates risk shifting by reducing the pass-through from bank funding costs to loan rates for some borrowers. From this, it can be shown that relationship loan rates are on average less elastic with respect to bank funding costs than are transactional loan rates. The difference is driven by continuing rather than new relationships. Moreover, the elasticity of the weighted average of all loan rates in a region is decreasing in the degree to which that region’s banks are engaged in continuing relationships. Our new measure of continuing lending relationships is based on this last prediction.

We use data from the consolidated balance sheets and income statements of national banks, as reported by the Comptroller of the Currency in the 1920s, to implement our
measure for the eve of the Great Depression. These data allow us to infer the weighted average loan rate at a semiannual frequency for 82 locations, generating a panel with which we can calculate the elasticity of the loan rate with respect to the marginal cost of funds for banks (the discount rate) in each location. To control for location-specific differences in rates of return and their responsiveness, we also calculate the elasticity of securities returns with respect to the discount rate in each location and use the net elasticity as a gauge of loan rate responsiveness. Regions with relatively less elastic loan rates are those where the theory predicts bank portfolios contained a higher proportion of information-intensive, continuing-relationship loans. We rule out concentration of the local banking market and differential demand for credit as alternative explanations for the cross-sectional variation in net elasticity. Our measure detects more continuing relationships in areas where historical sources believe relationship lending prevailed, such as rural areas with small banks. That said, we verify the economic content of net elasticity over and above other local characteristics by controlling for them in our cross-sectional regressions.

Using our new measure, we proceed to study the importance of relationship lending for understanding the real effects of banking distress in the early 1930s. Net elasticity is not correlated with banking distress, indicating that suspensions were not more common in relationship-intensive areas. We estimate that bank suspensions alone explain one-eighth of the national economic contraction observed during the Great Depression. Equally important, we show that the marginal impact of bank suspensions on economic activity was more severe in areas with more continuing relationships, other things the same. In other words, the destruction of continuing relationships amplified the Great Depression. The interaction between banking distress in the early 1930s and our measure of continuing relationships in the 1920s is a statistically significant predictor of cross-sectional differences in economic performance in both 1933 and 1935, suggesting that the real effects of destroying continuing relationships were long-lived. Although Calomiris and Mason (2003), Richardson and Troost (2009), Ziebarth (2013), and Carlson and Rose (2015) all find evidence that the collapse of the U.S. banking system in the early 1930s had few real economic effects, citing weak correlation between bank failures and economic outcomes, even at the state level. On this point, our results suggest that the flow of funds is more likely to be disrupted by failures of lenders who have accumulated knowledge of their borrowers through continuing relationships than by failures of those in the early stages of new relationships or of those who extend credit transactionally. This is a valuable lesson as policymakers debate the scope for bank bailouts and the parameters of government safety nets.

The rest of the paper proceeds as follows. Section II provides historical background on the lending activities of Depression-era commercial banks to motivate our new measure of continuing lending relationships. Section III presents the theoretical foundations for this measure, and section IV describes its empirical implementation for the 1920s. Section V presents the key empirical results, using cross-sectional differences in continuing relationships in the 1920s to pinpoint the real effects of banking distress in the early 1930s. Section VI concludes.

II. Historical Background

This section reviews the lending activities of Depression-era commercial banks and furnishes new stylized facts about the responsiveness of interest rates to motivate a new measure of continuing lending relationships that overcomes data limitations.

A. Relationship versus Transactional Loans

The annual report of the Comptroller of the Currency provides information on U.S. bank balance sheets in the 1920s and 1930s in a format that is consistent across geographic locations. Until 1928, the Comptroller divided bank loans into four categories: (a) real estate loans, (b) loans on financial securities, (c) uncollateralized loans, and (d) loans collateralized by personal security. The last category consists primarily of loans secured by difficult-to-evaluate collateral such as goods in the process of production and distribution, warehouse receipts, and, in the case of farm loans, future crops.

Rajan and Ramcharan (2016) also observe lingering effects of the Depression, but, unlike us, focus on banking concentration post–World War II, not on economic activity in the 1930s and the role of relationship lending.

In contrast to the mainstream view, Cole and Ohanian (2007) argue that the collapse of the U.S. banking system in the early 1930s had few real economic effects, citing weak correlation between bank failures and economic outcomes, even at the state level. On this point, our results suggest that the correlation would be much stronger if calculated using only bank failures that destroyed continuing relationships.
The sum of categories c and d constitutes commercial lending and is the largest category overall, accounting for an average of 67% of loans by national banks during the 1920s. In the years just prior to the Great Depression, almost 50% of national bank loans were uncollateralized, with another 10% collateralized by personal security. Category b, which consisted largely of loans to brokers, was the second-largest category, accounting for an average of 28% of national bank loans during the 1920s. Category a, real estate loans, was the smallest category, accounting for only 5% of lending by national banks over the same period.

Loans to brokers were short term (e.g., call loans or ninety-day time loans) and facilitated the purchase of stocks and bonds. Historical sources are unequivocal about the lack of relationship lending in brokers’ loans. These loans were “usually made on an impersonal basis with the borrower and lender dealing through agents” and “not connected with established customer relationships” (Board of Governors, 1943, 425). Thomas (1935) further notes that in the United States, contrary to practices in London, the agents made little inquiry into the borrower’s creditworthiness. Brokers’ loans in the United States were thus purely transactional, with no decisions made on the basis of soft information gathered in previous periods. The transactional nature of brokers’ loans is also emphasized by Currie (1931).

In contrast, commercial lending, which provided working capital to merchants and manufacturers, was a prime venue for relationship building (Miller, 1927; Foulke & Prochnow, 1939). The maturity of bank loans to commercial clients typically ranged from one to six months and never exceeded one year. As noted earlier, commercial loans were either uncollateralized or collateralized by goods in the process of production and distribution. Such goods were difficult to value, costly to repossess, and, if liquidated, could be sold only with a long delay and/or at a considerable loss. For all intents and purposes, then, commercial loans were an unsecured form of lending. As a result, these loans tended to be relationship based, in that firms borrowed repeatedly from the same bank, often also obtaining deposit, payment, and other intermediation services from this bank. This approach allowed banks to incorporate information acquired during the initial loan period into future credit terms, including the possibility of discontinuing the relationship (Langston, 1921).

The commercial lending activities of Depression-era banks thus involved the production and use of information. This information was “soft” because it was acquired gradually through repeated personal interactions between banks and their clients. Personal interactions generate assessments of borrower quality that are difficult to standardize, transfer, or replicate without first replicating the entire relationship. Hard information instead involves facts that can be easily obtained prior to origination. By and large, businesses most dependent on banks for commercial loans were small, with little or no public record. Surveys by the Department of Commerce and the National Industrial Conference Board determined that 86% of small manufacturing firms in 1929 and 72% of retailers, many of which sold $12,000 or less of goods annually, depended on banks for working capital (Department of Commerce, 1935, 65–66; National Industrial Conference Board, 1932, 62). Small, new, or otherwise opaque firms know their intrinsic quality and their motivation to acquire and repay credit; their banks do not but can learn by cultivating a lending relationship.

Within the set of relationship loans, then, it is important to separate loans made as part of a continuing relationship from first-time relationship loans. Since soft information on borrower quality is accumulated over time through repeated interactions, it is embodied in continuing relationships, not new ones. Suspending a bank also suspends its accumulated knowledge and, because it would take time for other banks to replicate the underlying relationships, the flow of funds to firms will be disrupted. We thus need to distinguish between new and continuing relationships and focus sharply on the latter in order to accurately estimate the real effects of financial crises.

The available data on loan quantities in the 1920s and 1930s do not distinguish between stages of a commercial lending relationship: the Comptroller does not divide commercial loans in this way, and we cannot use loan-level data to track interactions between borrower and lender pairs, as is often done in modern analyses of relationship lending, because such data do not exist for a representative sample of banks and firms in our period. To overcome these data limitations, we propose to do with price what we cannot do with quantity. Specifically, we argue that interest income can be used to construct a measure that distinguishes not only between relationship and transactional loans but also between new and continuing relationships. The rest of this section provides some motivating evidence on the information content of interest rates using the distinction between relationship and transactional loans.

5 Small manufacturers (those with no more than 250 employees) were 97% of all manufacturing firms in the United States and employed 48% of all manufacturing workers.
6 While banks often had boards of local businessmen who could help assess the quality of firms in the community, repeated relationships allowed banks to accumulate information that even the best-informed local businessman would not have had (e.g., high-frequency cash flow data obtained by monitoring the firm’s deposit accounts, the identities of all parties that the firm paid by check or received checks from, proprietary business plans). This may have even contributed to local businessmen wanting to be on bank boards in the first place.
7 Modern analyses include Berger and Udell (1995), Ongena and Smith (2001), Elsas (2005), and Chodorow-Reich (2014). In other contexts where data are a constraint, the use of historical narratives has often proved fruitful (Romer & Romer, 1989, 2004, 2015). However, we have yet to find a source that provides consistent narratives of local conditions across time and space in the Depression-era United States.
B. Interest Rate Responsiveness

In the decades surrounding the Great Depression, the Federal Reserve tracked interest rates on several types of bank loans in New York City. Figure 1 plots monthly average interest rates on new ninety-day brokers’ loans (black dots) and one- to six-month loans to commercial clients (gray dots) for the period January 1919 to December 1938. We also plot the marginal cost of funding a bank loan in New York City, as measured by the discount rate set by the Federal Reserve Bank of New York (black line).

Figure 1 shows that interest rates on brokers’ loans rose swiftly and substantially when the discount rate rose. Interest rates on commercial loans moved in the same direction, but slowly and slightly. Even the Federal Reserve noted that “because of a variety of considerations arising out of customer relationships,” rates on commercial loans behaved differently than rates on brokers’ loans, which were arm’s length and impersonal (Board of Governors, 1943, 426). The Fed did not elaborate on these considerations (we will do so in section III). But figure 1 clearly shows that commercial loan rates and interest rates on brokers’ loans differed in their responsiveness to bank funding costs despite having similar maturities.

Contemporaneous responses. Table 1 presents a more formal treatment of the data plotted in figure 1. The top panel regresses monthly changes in the commercial loan rate on monthly changes in the discount rate. The middle panel regresses monthly changes in the brokers’ loan rate on monthly changes in the discount rate. Column 1 uses all observations from January 1919 to December 1938. On average, the commercial loan rate rose by 19 basis points (bps) while the brokers’ loan rate rose by 79 bps in a month when the New York Fed increased the discount rate by 100 bps. These responses differ significantly in statistical terms, as shown in the bottom panel, which rejects the null hypothesis of equality at the 1% significance level. Column 2 adds month fixed effects to control for any seasonal patterns in the data and reaches the same conclusion. Compared to brokers’ loan rates, commercial loan rates responded much less substantially within a month to changes in the discount rate.

The rest of table 1 demonstrates the robustness of this result. Column 3 excludes observations where the New York Fed changed the discount rate by more than 50 bps. There are only eight such observations in our sample but one may be concerned that they are outliers. Column 4 restricts the sample to months where the New York Fed’s discount rate decision is known to have been driven by considerations...
Column 1 in table 2 shows that, on average, when the New York Fed raised the discount rate by 100 bps, the brokers’ loan rate rose by 78 bps in the same month and did not exhibit any statistically significant changes thereafter. The impact of discount rate changes on brokers’ loan rates was thus swift and substantial. The response of commercial loan rates was different. Column 2 shows that commercial loan rates in New York City rose by 18 bps in the same month as the discount rate change and continued to rise for at least two and perhaps as long as five months after it. However, the cumulative six-month response of the commercial loan rate (43 bps) remained well below the response of the brokers’ loan rate.

Columns 3 and 4 explore the impact of discount rate changes on commercial loan rates outside New York City. The Fed tracked a sample of these rates and reported one average for northern and eastern cities (N/E) and another for southern and western cities (S/W). Each average spans several Fed districts, with discount rates varying by district because the twelve Federal Reserve Banks had latitude to operate largely independent discount windows during the period we study (Richardson & Troost, 2009). We report results for the discount rate to which each average appears most responsive. All three commercial loan rates in table 2 (NYC, N/E, and S/W) respond only partially to changes in the discount rate, reaching an average cumulative response of 45 bps after six months.

Cumulative responses. Table 2 addresses the possibility that interest rates responded to the discount rate with a lag. We regress changes in loan rates on the contemporaneous discount rate change, six months of lagged discount rate changes, and month fixed effects. Setting the coefficients on the lagged changes to 0 would return the specification in the second column of table 1.

outside New York City. Column 5 excludes May to September 1931 to control for the possibility that banks in New York City colluded to keep loan rates constant after the collapse of the Creditanstalt in Austria in May 1931. Column 6 excludes observations before 1922 and after 1929 to control for economic turmoil during the Great Depression, as well as direct intervention in credit markets by the federal government in the years following World War I and after the Depression. The columns in table 1 reveal a consistent message: brokers’ loan rates responded three to six times as much as commercial loan rates to changes in the discount rate.

| Table 1.—Contemporaneous Interest Rate Responses to Discount Rate Changes |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| (1) All | (2) All | (3) ±0.5 | (4) External | (5) No Collude | (6) 1920s |
| Dependent Variable: Δ Comm. Loan Rate, NYC | | | | | |
| Δ Discount Rate | 0.185** | 0.181*** | 0.187*** | 0.180*** | 0.182*** | 0.141*** |
| | (0.041) | (0.039) | (0.060) | (0.042) | (0.039) | (0.044) |
| Dependent Variable: Δ Brokers’ Loan Rate | | | | | |
| Δ Discount Rate | 0.789*** | 0.777*** | 0.530*** | 0.742*** | 0.777*** | 0.864*** |
| | (0.135) | (0.128) | (0.125) | (0.060) | (0.129) | (0.186) |
| H0: Equality of Coefficients | | | | | |
| Chi-squared | 26.51 | 27.76 | 10.40 | 53.64 | 27.04 | 13.30 |
| p-value | 0.0000 | 0.0000 | 0.0013 | 0.0000 | 0.0000 | 0.0003 |
| Observations | 239 | 239 | 231 | 34 | 234 | 96 |
| Month FE | NO | YES | YES | YES | YES |

Top and middle panels regress monthly changes in the indicated interest rate on contemporaneous changes in the New York Fed discount rate. Bottom panel tests whether the coefficients in the top and middle panels are equal. Column 1 uses all observations from January 1919 to December 1938. Column 2 adds dummies for month of the year. Column 3 excludes observations where the discount rate change by more than 50 bps. Column 4 uses only months where New York Fed decisions are known to have been driven by external considerations. Column 5 excludes the period of possible rate collusion after the collapse of Creditanstalt in Austria. Column 6 uses only observations from the 1920s. Robust standard errors are in brackets. ** p < 0.01, * p < 0.05, and * p < 0.1.

| Table 2.—Lagged Interest Rate Responses to Discount Rate Changes |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| (1) Months Since Change in Discount Rate | (2) Δ Brokers’ Loan Rate | (3) Δ Commercial Loan Rate | (4) Δ Comm. Paper Rate |
| | NYC | N/E Cities | S/W Cities |
| 0 | 0.781*** | 0.177*** | 0.093*** | 0.086*** | 0.507*** |
| 1 | 0.108 | 0.118** | 0.098*** | 0.072** | 0.260*** |
| 2 | 0.041 | 0.072** | 0.070** | 0.059** | 0.067** |
| 3 | -0.078 | 0.028 | 0.082** | 0.057*** | 0.022 |
| 4 | -0.039 | -0.011 | 0.093*** | 0.117*** | 0.001 |
| 5 | -0.023 | 0.078*** | 0.059** | 0.030 | -0.013 |
| 6 | 0.010 | -0.036 | -0.017 | 0.019 | 0.003 |
| Cumulative | 0.800*** | 0.425*** | 0.479*** | 0.440*** | 0.847*** |
| Discount rate | New York | New York | Boston | Richmond | New York |

Sample period is January 1919 to December 1938. Each column regresses monthly changes in the indicated interest rate on contemporaneous and lagged changes in the indicated discount rate. All columns include six months of lagged changes and dummies for month of the year. N/E and S/W are averages constructed by the Fed. N/E includes Chicago, Boston, Philadelphia, Pittsburgh, Buffalo, Cleveland, and Detroit; S/W includes San Francisco, Los Angeles, St. Louis, Dallas, Minneapolis, Kansas City, New Orleans, Seattle, Atlanta, Baltimore, and Richmond (Board of Governors 1943). ** p < 0.01, * p < 0.05, and * p < 0.1.

These months include April 1924 to February 1925 (when the New York Fed lowered rates to help Britain return to the gold standard at its prewar parity), February 1928 to September 1929 (when the New York Fed kept rates constant because the Federal Reserve Board forbade it from raising rates to control stock market speculation), and October 1931 to January 1932 (when the New York Fed raised rates to stem gold outflows from the United States following Britain’s departure from the gold standard).
Column 5 explores the impact of discount rate changes on the commercial paper rate in New York City. Like commercial loans from banks, commercial paper financed goods in the process of production and sale, in contrast to brokers’ loans, which financed the purchase of securities. For the period we consider, the Fed kept track of interest rates on commercial paper maturing in four to six months in New York City. This maturity is similar to that of commercial loans. However, unlike the recipients of commercial loans, borrowers in the commercial paper market were large, well-known firms with good credit ratings and a public history of repayment. There was little information left to be acquired about them and hence no need for learning through relationship lending. Investors buying commercial paper and banks making brokers’ loans thus shared the feature that neither used soft information acquired as part of a lending relationship.

The two open-market rates in table 2 (brokers’ loan rate and commercial paper rate) behave like each other, illustrating that the difference in the responsiveness of the interest rates plotted in figure 1 reflects the nature of the loan (relational versus transactional), not the purpose of it (financing working capital versus buying securities). The open-market rates respond substantially to discount rate changes in the initial month, less in the next month, and not at all after a few months. Their average cumulative response is 82 bps after six months, and the null hypothesis that it equals 100 bps by the second month cannot be rejected. The null hypothesis that the cumulative response of the open-market rates equals that of the commercial loan rates is rejected at the 1% significance level.

C. Discussion

The evidence in tables 1 and 2 makes it clear that in response to changes in the discount rate, interest rates on bank loans to commercial customers changed less than interest rates on loans that did not occur in the context of a lending relationship. The responsiveness of interest rates can therefore be used to distinguish relationship loans from transactional ones.

Why do differences in responsiveness exist? Before constructing a measure around them, it will be useful to connect the patterns in section IIB to theory. Whatever model one uses, it has to be consistent with the key institutional features of the 1920s and 1930s, namely, that the vast majority of bank loans were short term, and lending relationships were effectively uncollateralized. It must also incorporate the fact that the banking sector in the United States, both nationally and locally, was much less concentrated and therefore much more competitive than it is today. Section III presents a model that embraces these institutional features.

The model makes the following predictions. First, the average interest rate on relationship loans will be less responsive to changes in bank funding costs than the interest rate on transactional loans, consistent with the evidence in tables 1 and 2. Second, the average interest rate charged as part of a continuing relationship will be less responsive to changes in bank funding costs than the interest rate charged at the beginning of a relationship. Continuing relationships are therefore the primary force behind the differential responsiveness of relationship and transactional loan rates found in section IIB. Third, the responsiveness of the weighted average of all loan rates in a region to bank funding costs is decreasing in the degree to which that region’s banks are engaged in continuing relationships.

This last prediction is important because it allows us to propose a new measure of continuing relationships that exploits changes in loan pricing over time with geographical areas as the unit of observation. We emphasize that our measure is based on differences in the responsiveness of loan rates to bank funding costs over the course of a relationship, not on the level of loan rates at a given point in time. Petersen and Rajan (1994) argue that lending relationships have little effect on the price of credit, but theirs is a result about the level of loan rates in a single cross-section, not a result about changes in loan rates over time. Based on the evidence above, the effects we are interested in are potentially quite large.\(^{10}\)

III. New Indicator of Continuing Relationships: Theory

To help interpret the evidence in section II, we sketch a simple model of relationship lending based on Hachem (2011). We choose this model because its assumptions are consistent with the historical features of national bank lending described above. We then derive a prediction about loan rate elasticities (section IIIC) that can be used in empirical work.

A. Environment

There are two stages and three periods. All agents are risk neutral. There is a continuum of firm types, denoted by \(\omega\) and distributed uniformly over the unit interval. Types are private information and cannot be credibly communicated by firms. In each stage, firm \(\omega\) can operate a limited-liability production project that generates output \(\theta_1 > 0\) with probability \(p(\omega)\), where \(p'(\omega) > 0\). The project delivers zero output otherwise. For simplicity, we consider \(p(\omega)\) linear. Output is independently distributed across firms and stages.

The firm’s project requires one unit of capital input each time it is operated. Capital is available to a mass of ex ante identical banks at an exogenous policy rate \(r\) set by the central bank. Firms are not endowed with capital, nor can they store capital or output across stages. The credit contracts that transfer capital from banks to firms are uncollateralized and mature at the end of the stage in which they are signed.

In the first stage, banks are perfectly competitive and offer the same zero-profit interest rate \(R^*_1\). All interest rate

\(^{10}\)Recent analyses of the transmission of the Lehman shock to Italy also suggest that relationships affect the pricing of credit (Gambacorta & Mis-trulli, 2014; Gobbi & Sette, 2015; Bolton et al., 2016).
decisions are subject to a risk-shifting problem. Specifically, firms can divert capital into speculative projects that deliver \( \theta_2 > \theta_1 \) with probability \( q < p(0) \) and nothing otherwise. We set \( q \theta_2 = p(0) \theta_1 \) to reduce notation. Banks cannot observe the exact value of output so interest rates cannot be contingent on whether \( \theta_1 \) or \( \theta_2 \) is realized. However, the presence of output is detectable so firms with positive output repay their banks.

The loan rate that makes firm \( \omega \) indifferent between production and speculation is

\[
\bar{R}(\omega) \equiv \frac{p(\omega) \theta_1 - q \theta_2}{p(\omega) - q},
\]

where \( \bar{R}(\omega) > 0 \).\(^{11}\) Firms select banks randomly in the first stage, then decide which projects to undertake. Firm \( \omega \) will choose the production project in the first stage if and only if \( R^*_1 \leq \bar{R}(\omega) \). All agents play the first-stage game in the first period.

At the beginning of the second period, banks and firms face an exogenous separation probability \( s \in (0, 1) \). A separated firm becomes a new firm, drawing a new type from the uniform distribution and playing the first-stage game again. An unseparated firm continues to the second stage and has its type discovered by its first-stage bank (“insider”). This discovery after one period of lending represents the soft information that a relationship gradually produces. The insider then decides whether to continue the relationship and extend another unit of capital to the firm. If the insider wants to keep the firm, the interest rate cannot exceed what other banks (“outsiders”) would optimally charge, else the firm will move to an outsider. The firm cannot credibly communicate its type to an outsider, in the same way that it could not credibly communicate its type when it first joined the insider. The relationship thus affords the insider an informational advantage over outsiders.

All interest rate decisions in the second stage (insider and outsider) are also subject to the risk-shifting problem, meaning firm \( \omega \) chooses the speculative project in the second stage if and only if charged a second-stage interest rate above \( \bar{R}(\omega) \). The insider’s offer maximizes his profit subject to the risk-shifting problem, which he can now evaluate at the exact \( \omega \), and the ability of the firm to move to an outsider. Outsiders are perfectly competitive and offer the same zero-profit interest rate to firms that endogenously separate from their insiders. This rate will differ from the \( R^*_1 \) offered to new (i.e., exogenously separated) firms because outsiders understand they are being adversely selected by endogenously separated firms.

The game ends at the end of the second stage. To generate the same first-stage interest rate \( R^*_1 \) in the first and second periods, we model a third period, where agents exogenously separated at the beginning of the second period play the second-stage game with probability \( 1 - s \), after having played the first-stage game during the second period.

\[\text{B. Equilibrium Loan Rates}\]

The equilibrium of the model for a given policy rate \( r \) can be described with reference to two cutoff types: \( \tilde{\omega} \) and \( \hat{\omega} \), defined by \( p(\tilde{\omega}) \bar{R}(\tilde{\omega}) \equiv r \) and \( q \bar{R}(\hat{\omega}) \equiv r \), respectively, where \( \tilde{\omega} < \hat{\omega} \). We refer readers to Hachem (2011) for a detailed proof and only describe here the results we will build on in section IIIC.

In words, \( \tilde{\omega} \) is the type on which an insider breaks even by charging \( \bar{R}(\cdot) \) while \( \hat{\omega} \) is the lowest type that chooses production if charged \( \frac{r}{q} \). Types \( \omega \leq \tilde{\omega} \) move to outsiders and are charged a pooled interest rate \( \frac{r}{q} \), prompting them to choose the speculative project. Types \( \omega > \hat{\omega} \) stay with their insiders and are charged interest rates that lead them to choose production. Specifically, insiders match the prevailing outsider rate \( \frac{r}{q} \) if \( \omega \geq \tilde{\omega} \) but charge \( \bar{R}(\cdot) \), which does not vary with \( r \), if \( \omega \in (\tilde{\omega}, \hat{\omega}) \). If types \( \omega \in (\tilde{\omega}, \hat{\omega}) \) were instead charged \( \frac{r}{q} \) they would choose the speculative project. Insiders are therefore using their soft information to mitigate risk shifting, incentivizing higher repayment rates and better project selection by not passing through increases in \( r \) to some of the borrowers they retain. The economy thus benefits from continuing relationships.

For a given \( r \), we can integrate over the type space to get the average interest rate charged in the second stage:

\[
R^*_2 = \int_0^{\tilde{\omega}} \frac{r}{q} - \frac{\bar{R}(\omega)}{q} d\omega + \int_{\tilde{\omega}}^{\hat{\omega}} \bar{R}(\omega) d\omega + \int_{\hat{\omega}}^{1} \frac{r}{q} d\omega.
\]

The region of policy-invariant loan rates is captured by the second integral. While the limits of integration \( (\tilde{\omega}, \hat{\omega}) \) depend on \( r \), the interest rates \( \bar{R}(\cdot) \) do not.

Now imagine that fraction \( \varphi \) of the economy follows the model just described, while fraction \( 1 - \varphi \) is characterized by transactional lending. We define a transactional loan to be a one-period contract where the bank and firm exogenously separate with certainty at the end of the period. A transactional loan is similar to a first-stage loan, except that the transactional lender has a continuation value of 0 with the firm. Transactional lenders are perfectly competitive and offer the same zero-profit interest rate \( R^*_{TL} \), which equates to 0 the expected profit from playing the first-stage game with a firm of unknown type (sans second-stage continuation value). In contrast, the first-stage interest rate \( R^*_1 \) equates to 0 the sum of the expected profit from playing the first-stage game with a firm of unknown type and the expected continuation value from playing the second-stage game if the firm’s type exceeds \( \tilde{\omega} \). Exact formulas for \( R^*_1 \) and \( R^*_{TL} \) appear in appendix A.\(^{12}\)

\(^{11}\)At a given loan rate \( R \), firm \( \omega \) expects payoff \( p(\omega) [\theta_1 - R] \) from production and \( q [\theta_2 - R] \) from speculation. \( \bar{R}(\omega) \) is the loan rate that equates these expected payoffs.

\(^{12}\)Our modeling of transactional loans resembles the brokers’ loans in section II in that information is not acquired despite an information asymmetry existing between the borrower and lender. In the commercial paper market, information was not acquired because there was no such asymmetry. We
C. Elasticity Prediction

The following proposition, proven in appendix A, shows that the average interest rate on second-stage relationship loans is less elastic with respect to the policy rate than either the interest rate on first-stage relationship loans or the interest rate on transactional loans:

**Proposition 1.** Let $e_i \equiv \frac{dR_i}{dr} R_i$ denote the elasticity of the interest rate $R_i$ with respect to the policy rate $r$. The elasticities satisfy $e_2 < \min\{e_1, e_{TL}\}$.

Consider now the weighted average loan rate in the economy during the second period, the main period in the model:

$$
R \equiv \varphi \left[ sR_1 + (1 - s) R_2 \right] + (1 - \varphi) R_{TL}.
$$

Assuming the exogenous separation rate $s$ and the transactional fraction $1 - \varphi$ do not vary in a first-order way with the policy rate $r$, we can derive

$$
\frac{dR}{dr} \frac{r}{R} \approx \varphi \frac{sR_1}{R} e_1 + \varphi \frac{(1 - s) R_2}{R} e_2 + (1 - \varphi) \frac{R_{TL}}{R} e_{TL},
$$

where $\frac{dR}{dr} \frac{r}{R}$ is the elasticity of $R$ with respect to the policy rate, $\frac{sR_1}{R}$ is the fraction of interest income that comes from first-stage relationship loans, $\frac{(1 - s) R_2}{R}$ is the fraction from second-stage relationship loans, and $\frac{R_{TL}}{R}$ is the fraction from transactional lending.

Taken together with proposition 1, equation (1) implies that the weighted average loan rate in the economy will be less elastic with respect to the policy rate when banks are more heavily engaged in continuing relationships, as measured by a higher fraction of interest income coming from second-stage relationship loans. For our purposes, this means that areas with less elastic loan rates are those where continuing relationships are more substantial, other things the same. It is this crucial insight that we exploit next in section IV.

IV. Empirical Implementation for the 1920s

We have demonstrated that the elasticity of the weighted average loan rate with respect to bank funding costs will be lower in areas where continuing relationships are more substantial. We now translate our theoretical prediction into an empirical indicator of continuing lending relationships using the type of data available for the 1920s and 1930s in the United States: the balance sheets and income statements of national banks aggregated by geographic region.\textsuperscript{13}

A. Methodology

Let $\beta_i^\ell$ denote the elasticity of loan returns with respect to the discount rate in location $i$, calculated prior to the Great Depression. As discussed in section II, the discount rate was the marginal cost of funds for banks in the period we study. Discount rates differed across the twelve Federal Reserve districts, with each location $i$ belonging to only one district $d$. For location $i$ in district $d$, we estimate $\beta_i^\ell$ by running the regression

$$
\log \left( \frac{\text{ReturnOnLoans}_{i,t}}{\text{ReturnOnSecurities}_{i,t}} \right) = \alpha_i^\ell + \lambda_i^{\ell} I_{i,t}^{\text{dec}} + \beta_i^\ell \log \left( \text{DiscountRate}_{d,t} \right) + e_{i,t},
$$

where $t$ denotes time. The sample period is 1923 to 1929, and the frequency of observations in the regression is dictated by the availability of commercial bank data in the 1920s, discussed in more detail in section IVB. The dependent variable, $\text{ReturnOnLoans}_{i,t}$, is calculated by dividing the interest earnings of banks on loans in location $i$ during date $t$ by the stock of bank loans in location $i$ at the end of date $t$. Appendix B shows that loan returns tended to be higher in the second half of the year. This pattern does not appear for the discount rate, the interest paid on deposits, or the return on securities discussed below. We therefore include a dummy variable $I_{i,t}^{\text{dec}}$ in equation (2) to control for seasonality in loan returns, with $I_{i,t}^{\text{dec}} = 1$ if $t$ corresponds to a six-month period ending in December.

The intercepts $\alpha_i^\ell$ in equation (2) control for any heterogeneity across locations that was constant over time. To also control for the possibility of time-varying heterogeneity unrelated to relationship lending, $\beta_i^\ell$ can be defined relative to the elasticity of other returns in location $i$ that would have been similarly affected by such heterogeneity. The returns on financial securities held by banks provide a natural candidate. These securities portfolios had a substantial local component; hence, their returns would have moved with local conditions but not been reflective of relationship lending as securities were not relationship based. Accordingly, we estimate the elasticity of securities returns with respect to the discount rate in each location $i$ prior to the Great Depression by running the regression

$$
\log \left( \text{ReturnOnSecurities}_{i,t} \right) = \alpha_i^\ell + \beta_i^\ell \log \left( \text{DiscountRate}_{d,t} \right) + e_{i,t}.
$$

The variable $\text{ReturnOnSecurities}_{i,t}$ is calculated by dividing the interest earned by banks on securities in location $i$ during date $t$ by the securities holdings of banks in location $i$ at the banking practices in northern Texas is the only study we found on the issue. Interestingly, Ford did find that relationship lenders often maintained a constant loan rate for borrowers they wanted to keep, even in times when the discount rate was changing.
end of date \(t\). The sample period for the estimation of \(\beta_i^j\) is the same as for \(\beta_i^{\ell}\).\(^{14}\)

We then define the net elasticity for location \(i\) in the 1920s as

\[
NE20_i \equiv \beta_i^{\ell} - \beta_i^j.
\]

If \(NE20_i > NE20_j\) for two locations \(i\) and \(j\), it means that loan rates responded less in location \(i\) than in location \(j\), relative to interest rates on other financial products, when the discount rate changed in the 1920s. We thus take \(NE20_i > NE20_j\) to indicate the presence of more continuing relationships in location \(i\) than in location \(j\) on the eve of the Great Depression.

**B. Data Sources**

The dependent variables in equations (2) and (3) are constructed from the annual reports of the Comptroller of the Currency. For June and December of each year, the Comptroller published data on the earning assets of commercial banks aggregated by Fed district, state, and major municipality (reserve cities). Earning assets include loans, government bonds, and other financial securities. Data are reported separately for banks with national charters and banks with state charters. The Comptroller also published earnings and expense tables for nationally chartered banks aggregated by district, state, and city.

The earnings and expense tables are essentially income statements. They were published at June 30 of each year until 1925, when the Comptroller also began publishing separate tables for the last six months of the year. Earnings and expense tables were not published for state-chartered banks. Since these tables are necessary to construct the dependent variables in equations (2) and (3), we limit our sample to national banks. To the best of our knowledge, the literature has made little use of the income statement data in the Comptroller’s reports.

The Comptroller began tabulating earnings on loans separately from earnings on government bonds and other securities in the second half of 1926. Prior to that, we estimate earnings on publicly traded securities by applying market yields to the securities held on national bank balance sheets. We also estimate interest earned from balances at other banks and interest earned on Fed stock. We then subtract these estimates from the total amount of interest income in the Comptroller’s table to isolate loan income.

Dividing loan income by the stock of loans at the end of each period and securities income by the stock of securities, we obtain the average returns needed to run equations (2) and (3). We then construct the discount rates in effect for each period as time-weighted averages of the discount rates reported in Board of Governors (1943). The final sample that we use in our subsequent analysis contains 82 locations, each fully contained within a single Fed district: 33 reserve cities, 31 states (net of any of the 33 reserve cities), 12 split states (two observations each for 6 states, again net of the reserve cities), and 6 district remainders. We focus on fully contained locations to use the appropriate discount rate when running equations (2) and (3).\(^{15}\)

**C. Net Elasticity Estimates**

The distributions of \(\beta_i^{\ell}\), \(\beta_i^j\), and \(NE20_i\), as estimated from the data, are plotted in figure 2, with summary statistics reported below the plot. Overall, the distribution of the net elasticities is roughly normal, with mean slightly greater than 0. We are interested in the relative ranking of locations (e.g., whether \(NE20_i\) is above or below \(NE20_j\), as explained in section IVA) and do not infer much from the mean of the distribution.\(^{16}\) The main takeaway from figure 2 is that there is significant dispersion in net elasticity across locations in the 1920s, which is exactly what we need for our analysis. On average, net elasticity was lower in cities, but dispersion is clearly visible for both cities and states.

Table 3 reports cross-sectional correlations between \(NE20_i\), and a variety of demographic and economic indicators from the 1920 population census. Net elasticity tended to be higher in areas that were more rural, as measured by a smaller urban population or more farming activity or both, regardless of whether we look at cities, states, or the entire sample. The correlation between the urbanization rate and the log of average bank size is 0.86 in our sample, meaning that more rural areas also tended to have smaller banks.\(^{17}\) These characteristics arise frequently in historical anecdotes about relationship lenders (Ford, 1928) and can be intuited from theory. In contrast to big banks in urban centers, small rural banks were not relied on to be liquidity providers to other financial institutions in emergencies or on short notice, making them less likely to have to suddenly sever relationships with nonfinancial borrowers for reasons unrelated to the borrower’s health. This maps into section III as a lower probability of exogenous separation in the middle of a potential relationship. More

\(^{14}\)From appendix B, securities returns may be lower in the second half of the year outside of reserve cities. Our results are robust to adding \(I_{i^{oc}}\) to equation (3) when \(i\) is not a reserve city.

\(^{15}\)Split states arise because district boundaries run through some states. For a district with only one split state, we subtract from district-level data the fully contained states and reserve cities. Subtracting this result from the split state’s total then recovers the part contained in another district. As long as the other district does not have more than two split states, we can repeat the process to back out any additional splits. We define remainders for districts where there are too many split states to be fully identified by this iterative procedure.

\(^{16}\)If anything, the approximation used to separate loan income from securities income before the Comptroller began tabulating them separately (see section IVB) lowers the mean. Market yields average over different issues and thus tend to be smoother than the yields in any individual location. This will lead the approximation to underestimate (overstate) fluctuations in securities income (loan income), but its precision should not vary systematically across locations, particularly in the early 1920s when institutional investing was less advanced, so comparisons of net elasticity across locations and relative to the mean remain informative.

\(^{17}\)This correlation is around 0.7 when the sample is restricted to only cities or only states. In both subsamples, then, the correlation between urbanization and bank size is high.
LE20 is the elasticity of loan returns ($\beta^\ell_i$), SE20 is the elasticity of securities returns ($\beta^s_i$), and NE20 is the net elasticity ($NE_{20} = \beta^s_i - \beta^\ell_i$). The table reports summary statistics for the full sample ("All"), the 33 reserve cities ("Cities"), and the 49 states, split states, and district remainders ("States"). The figure plots kernel density estimates from an Epanechnikov kernel using the full sample (82 locations).

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Cities</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NE_{20}$</td>
<td>0.057</td>
<td>-0.161</td>
<td>0.204</td>
</tr>
<tr>
<td>$LE_{20}$</td>
<td>0.268</td>
<td>0.415</td>
<td>0.169</td>
</tr>
<tr>
<td>$SE_{20}$</td>
<td>0.326</td>
<td>0.254</td>
<td>0.374</td>
</tr>
</tbody>
</table>

We rule out concentration of the local banking market as an alternative explanation for cross-sectional variation in $NE_{20}$. Neumark and Sharpe (1992) have argued that deposit rates are slower to rise in concentrated markets; related arguments also appear in Drechsler, Savov, and Schnabl (2017). One may therefore worry that loan rates are stickier in some areas because market concentration makes deposit rates in those areas stickier, not because there are more continuing relationships. Using deposit shares compiled from the Rand McNally Bankers’ Directory, we calculate a standard Herfindahl index (HHI) for each county in 1929. We assign to each reserve city in our sample the HHI of its county and to each state, split state, and district remainder the weighted average of its county-level HHIs. The correlation between loan rate elasticity ($\beta^\ell_i$) and HHI is only $-0.12$ and the correlation between net elasticity ($NE_{20}$) and HHI is only 0.16, indicating that our price-based measure of continuing relationships does not confound relationship lending and market power.

The relevance of deposit rates beyond market power can also be tested formally. We use semiannual data from 1925 to 1929 to explore the dynamics between deposit rates, as imputed from the expense tables published by the Comptroller, and loan returns. For each location in our sample, we calculate the $p$-value for the null hypothesis that deposit rates did not Granger-cause loan rates. There is zero correlation between that $p$-value and net elasticity, indicating that

Table 3.—Net Elasticity and 1920 Census Variables, Correlations

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Cities</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Log\text{Area}$</td>
<td>0.426</td>
<td>0.241</td>
<td>0.237</td>
</tr>
<tr>
<td>$Log\text{Pop}$</td>
<td>0.132</td>
<td>-0.278</td>
<td>0.024</td>
</tr>
<tr>
<td>$Urban$</td>
<td>-0.521</td>
<td>-0.374</td>
<td>-0.449</td>
</tr>
<tr>
<td>$Nwp$</td>
<td>0.302</td>
<td>0.467</td>
<td>0.128</td>
</tr>
<tr>
<td>$Age18$</td>
<td>-0.414</td>
<td>-0.051</td>
<td>-0.351</td>
</tr>
<tr>
<td>$School$</td>
<td>0.284</td>
<td>0.377</td>
<td>0.155</td>
</tr>
<tr>
<td>$Log\text{MfgEstPc}$</td>
<td>-0.410</td>
<td>-0.217</td>
<td>-0.419</td>
</tr>
<tr>
<td>$MfgWork$</td>
<td>-0.365</td>
<td>-0.241</td>
<td>-0.438</td>
</tr>
<tr>
<td>$Log\text{MfgVa}$</td>
<td>-0.268</td>
<td>0.061</td>
<td>-0.336</td>
</tr>
<tr>
<td>$Log\text{FarmsPc}$</td>
<td>0.521</td>
<td>0.401</td>
<td>0.431</td>
</tr>
<tr>
<td>$Acres$</td>
<td>0.251</td>
<td>0.402</td>
<td>0.182</td>
</tr>
<tr>
<td>$Log\text{AvgCrop}$</td>
<td>0.175</td>
<td>0.271</td>
<td>0.064</td>
</tr>
<tr>
<td>$Log\text{AvgValue}$</td>
<td>-0.099</td>
<td>0.054</td>
<td>0.040</td>
</tr>
<tr>
<td>$HomeOwnClr$</td>
<td>0.431</td>
<td>0.290</td>
<td>0.307</td>
</tr>
</tbody>
</table>

Manufacturing is abbreviated mfg. “All” calculates the cross-sectional correlation between the indicated variable and $NE_{20}$ using the full sample (82 locations). “Cities” uses only the 33 reserve cities, and “States” uses only the 49 states, split states, and district remainders.

relationships with policy-invariant loan rates would then be fostered in these areas, suggesting that we should indeed observe a higher net elasticity. The regressions we run in section V will control for all of the local characteristics listed in table 3.
relationship between deposit rates and loan rates did not differ systematically across regions with more or less continuing relationships. We also find little evidence of deposit-driven loan pricing in our sample: we accept the null hypothesis that loan rates were not Granger-caused by deposit rates in almost 50% of our locations, and of the locations where we reject this hypothesis, 67% are locations where we also reject the hypothesis that deposit rates were not Granger-caused by loan rates.

We also rule out differential demand for credit as a confounding factor. One may worry that loan rates appear stickier in some areas because loan demand moves in the same direction as loan supply following a discount rate change. Graphically, any comovement of demand and supply curves that neutralizes the response of prices amplifies the response of quantities, giving rise to an intuitive test of whether such movements in the demand for credit are reflected in our elasticity estimates. For each location in our sample, we run a time series regression of loan growth on the change in the discount rate using semiannual observations from 1923 to 1929. The coefficient from this regression (negative on average) is negatively correlated with loan rate elasticity (−0.25) and positively correlated with net elasticity (0.31). In other words, locations with stickier loan rates are not locations where lending falls by more in response to higher discount rates, indicating that our price-based measure of continuing relationships does not confound relationship lending and credit demand.

We conclude this section with two additional sample statistics. First, the cross-sectional correlation between net elasticity in the 1920s and the average fraction of national bank loans made on little to no collateral over the same period is 0.35. While the sign of this correlation is what one would expect given historical accounts that relationship building rarely occurred outside of unsecured lending (see section II), the magnitude suggests that not all unsecured loans evolved into continuing relationships. Second, the change in net elasticity from the 1920s to the 1930s is negative for many locations and has a cross-sectional correlation of −0.91 with net elasticity in the 1920s, suggesting that the Great Depression destroyed continuing relationships in areas where such relationships existed.

V. The Effects of Banking Distress in the Early 1930s

We now use our new measure of continuing lending relationships to explore the transmission of banking distress to the real economy during the Great Depression. While many have found that the collapse of commercial banking in the early 1930s had an adverse impact on the real economy, it remains unexplored whether propagation occurred through relationship lending.

A. Empirical Specification

Our first step is to define an indicator of banking distress that provides an accurate representation of its nature in the early 1930s. Conceptually, suspensions capture a broader notion of distress than failures. Many bank suspensions are permanent in that they culminate in failure; other suspensions are only temporary. However, banks that temporarily suspend payments cannot extend loans while suspended and may change their lending activities when doors reopen (e.g., cut credit to bolster cash and head off further suspension). Both temporary and permanent suspensions are thus relevant forms of distress. We consider suspensions first, then check the robustness of our results to using only failures.

Suppose bank suspensions in location \( i \) amounted to 10% of deposits. This could have been caused by the suspension of one bank with a 10% market share or by the suspension of ten banks, each with a 1% market share. Although the size of the banking shock is the same in both cases (10% of deposits), the suspension of many small banks more closely approximates the nature of the banking panics documented by Friedman and Schwartz (1963) and Wicker (1996) for the early 1930s. Accordingly, two separate indicators are needed to accurately describe distress during this period: one that captures the dispersion of distress across banks and another that controls for the size of the shock. We measure the dispersion of banking distress in location \( i \) by the fraction of banks suspended in the early 1930s:

\[
\text{SuspNum}_{32} = \frac{\sum_{r=1930}^{1932} \text{number of suspended national banks}_{i,r}}{\text{number of national banks}_{i,1929}}.
\]

The size of the shock is then measured using the share of deposits in suspended banks:

\[
\text{SuspVal}_{32} = \frac{\sum_{r=1930}^{1932} \text{deposits in suspended national banks}_{i,r}}{\text{deposits in national banks}_{i,1929}}.
\]

We use \( \text{SuspNum}_{32} \), as our main indicator of banking distress in each location \( i \), with \( \text{SuspVal}_{32} \) as a control. Both variables are constructed from county-level data on bank suspensions compiled retrospectively by the Federal Deposit Insurance Corporation.

Next, we need a measure of the change in economic activity from 1929 to 1933 in each location \( i \). Since our locations

\[19\]While we believe that the netting of \( \beta _ { t } \) from \( \beta _ { s } \) would absorb this issue if it exists, the test presented here helps evaluate whether the issue exists independent of whether it is or can be controlled for by netting.

\[20\]For comparison, the correlation between unsecured lending in the 1920s and the change in unsecured lending from the 1920s to the 1930s (also negative on average) is −0.46.

\[21\]On average, 25% of bank suspensions during the Great Depression were temporary, with a mean suspension length of 102 days.
include reserve cities, states, split states, and district remain-
ders, we need county-level information that we can aggregate
into the appropriate units. This narrows our search to Cen-
sus data. The most precisely measured county-level outcome
for the period we study is retail sales, collected as part of the
Census of Business. Retail sales provide a general gauge of
economic activity. In the 1920s and 1930s, well before the ad-
vent of mainstream consumer credit, the ability of households
to purchase retail goods depended on labor income, which it-
self depended on the ability of firms in the local economy to
pay those incomes. The struggles of local firms would thus
be reflected in retail sales, regardless of whether the median
firm was a retailer.

Letting $Sales_{i,t}$ denote retail sales in location $i$ in year $t$, we
run regressions of the form:

$$
\frac{Sales_{i,1933}}{Sales_{i,1929}} = \gamma_0 + \gamma_1 NE_{20i} + \gamma_2 SuspNum_{32i} + \gamma_3 SuspNum_{32i} \times NE_{20i} + \gamma_4 SuspVal_{32i} + \gamma_5 SuspVal_{32i} \times NE_{20i} + \Gamma X_i + \nu_i
$$

(4)

where $X_i$ is a vector of controls. Appendix B reports sum-
mary statistics for all variables. We first estimate equation
(4) by ordinary least squares, then use a two-stage procedure
to address the possibility of endogeneity between economic
activity and banking distress.

If banking panics had real effects because they arrested or
otherwise impaired soft yet valuable information embodied in
continuing lending relationships, we should find $\gamma_3 < 0$. That
is, the negative effect of bank suspensions on economic activity
should have been more pronounced in locations with more
continuing relationships, all else the same. Intuitively, firms in
continuing relationships lose a critical source of working
capital when their banks are suddenly suspended. If the soft
information accumulated over the course of a relationship is
either unimportant or easy to redeploy, then the credit chal-

lenges these firms face should be the same as those firms in
otherwise similar locations face, and we should find no cross-sectional difference in the impact of bank suspensions
on economic activity. If instead soft information does matter
and is difficult to redeploy across lenders, then it will be
harder or take longer for these firms to regain access to credit
on the terms they had prior to suspension, leading to a more
noticeable impact on the local economy.

Our empirical measure of continuing relationships, $NE_{20i}$,
is as derived and implemented in sections III and IV. It is
based on the idea that firm funding costs respond less to bank
funding costs when loans are made through continuing rela-
tionships. From this, one could also derive that continuing
relationships reduce the response of economic activity to fi-
nancial shocks that map broadly into shocks to bank funding
costs (Hachem, 2011). However, this insulatory property of
continuing relationships would be conditional on banks being
operational, as was the case in the 1920s. If banks are instead
suspended, their relationships are also suspended, and loca-
tions dependent on those relationships will suffer to the ex-
tent that soft information matters and cannot be redeployed.
It does not matter why exactly banks were suspended in the
early 1930s, as long as the suspensions were not driven by
the relationships themselves. The correlation between $NE_{20i}$
and $SuspNum_{32i}$ is only 0.15, the correlation between $NE_{20i}$
and $SuspVal_{32i}$ is only 0.21, and, conditioned on other ex-
planatory variables, both of these correlations are near 0.23
In other words, suspensions were not more common in locations
with more continuing relationships, removing the concern
that banking distress was driven by these relationships.

Setting $NE_{20i} = 0$ in equation (4) returns the type of re-
gression typically run in the literature on the Great Depres-
sion to make statements about the effect of banking distress
on economic activity. A major shortcoming of the typical re-
gression is its silence on the channels through which banking
distress flowed to the real economy. By introducing our new
measure of continuing relationships into equation (4), along
with a battery of controls to absorb other differences across
locations, we are able to use $\gamma_3$ to study whether the real
effects of banking distress were propagated through relation-
ship lending.

### B. Baseline Results

Results from the estimation of equation (4) by ordinary
least squares are reported in table 4. In all columns, the control
vector $X_i$, including district fixed effects, a dummy variable for
whether location $i$ is a reserve city, and the 1920 Census
controls listed in table 3. Standard errors are bootstrapped,
with block bootstrapping at the district level to account for
clustering.

Column 1 presents the baseline regression with controls $X_i$
as just described. The estimate of $\gamma_3$ is negative and statisti-
cally significant. Given the mean (0.057) and standard devia-
tion (0.482) of the net elasticity distribution plotted in figure
2, the magnitude of $\gamma_3$ in the first column of table 4 indicates
that suspending 10% of national banks in the early 1930s
would have led to a 4.62% decline in retail sales between
1929 and 1933 in locations where net elasticity in the 1920s
was 1 standard deviation above the mean. This is in con-
tast to only a 0.49% decline in comparable locations where
net elasticity was at the mean. In other words, the marginal
impact of banking distress on retail sales during the Great
Depression was markedly more severe in areas with more
continuing relationships.24

22 We refer readers to the end of appendix C for a discussion of other
indicators.

23 The coefficient on $NE_{20i}$, is near 0 and not statistically significant at
any reasonable level when added to the first-stage regressions for banking
distress in appendix C.

24 As a placebo test, we replaced $NE_{20i}$ with the average fraction of na-
tional bank loans made on little to no collateral in location $i$ during the
1920s. The results were not statistically different from 0 by any reasonable
We also find that $\gamma_3$, the coefficient on the interaction between $SuspVal_{32}$ and $NE_{20i}$, in equation (4), is positive and, in the first column of table 4, statistically significant. Increasing $SuspVal_{32}$, without also increasing $SuspNum_{32}$, is akin to considering the effects of suspending larger banks. Receivership data for 1931 and 1932 reveal that large banks were liquidated quite rapidly, both in absolute terms and relative to smaller banks.\textsuperscript{25} In practice, deposits in large banks could be redeemed even more quickly than the receivership data suggest because clearinghouses often provided advances to depositors of failed members, which would typically be the largest failures in the municipality. The suspension of a large bank would have thus created space in the business landscape for a surviving bank to attract deposits and make loans. The net effect of this reallocation would not exceed 0 if the banks were otherwise identical, so we interpret the positive estimate for $\gamma_3$ as an indication that large banks tended to be less relationship intensive than small banks in areas where business was overall more dependent on continuing relationships.\textsuperscript{26}

Column 2 in table 4 adds controls for concentration of the local banking market, specifically HHI as defined in section IV and its interactions with the banking distress indicators $SuspNum_{32}$ and $SuspVal_{32}$. The estimate of $\gamma_3$ is still positive but no longer statistically significant. The estimate of $\gamma_3$, however, remains negative and statistically significant, confirming that the marginal effect of banking distress on retail sales was more negative in areas with more continuing relationships.\textsuperscript{27}

Column 3 uses an alternative formulation of $NE_{20i}$, in which we replace the discount rate on the right-hand side of equation (2) with the deposit rate in location $i$, as imputed from the Comptroller’s expense tables, to recalculate $\beta_i$ as the elasticity of loan returns with respect to the average cost of deposits. The estimate of $\gamma_3$ in table 4 is still negative and statistically significant. That said, we prefer the formulation of $NE_{20i}$, where loan rate elasticity is calculated with respect to the discount rate. In addition to influencing other funding costs through the yield curve, the discount rate was a direct cost of funds for commercial loans that banks could discount at their district Fed. The discount rate was also reported directly by the Fed (i.e., we do not need to impute it), and it captures the component of funding costs that commercial banks did not set for themselves, which is also more consistent with the cost of funds in our theoretical model. We therefore revert to the original formulation of $NE_{20i}$ for the remainder of the paper.

Columns 4 and 5 in table 4 consider alternative measures of banking distress constructed from original sources. We still separate dispersion of distress from the size of the shock to

### Table 4.—OLS Estimates, Retail Sales Ratio, 1933/29

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1) Baseline</th>
<th>(2) Control HHI</th>
<th>(3) Alt.NE20</th>
<th>(4) Using Failures</th>
<th>(5) Using Mergers</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE20</td>
<td>0.024</td>
<td>0.029</td>
<td>0.008</td>
<td>0.031</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.028)</td>
<td>(0.021)</td>
<td>(0.029)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>SuspNum32</td>
<td>−0.170</td>
<td>−0.116</td>
<td>0.021</td>
<td>−0.213</td>
<td>−0.240</td>
</tr>
<tr>
<td></td>
<td>(0.105)</td>
<td>(0.229)</td>
<td>(0.261)</td>
<td>(0.296)</td>
<td>(0.895)</td>
</tr>
<tr>
<td>SuspNum32 $\times$ NE20</td>
<td>−0.857$^{***}$</td>
<td>−0.804$^{**}$</td>
<td>−0.544$^{**}$</td>
<td>−0.530$^{*}$</td>
<td>0.848</td>
</tr>
<tr>
<td></td>
<td>(0.304)</td>
<td>(0.350)</td>
<td>(0.242)</td>
<td>(0.287)</td>
<td>(1.608)</td>
</tr>
<tr>
<td>SuspVal32</td>
<td>0.107</td>
<td>−0.170</td>
<td>−0.229</td>
<td>−0.044</td>
<td>−0.721</td>
</tr>
<tr>
<td></td>
<td>(0.125)</td>
<td>(0.279)</td>
<td>(0.332)</td>
<td>(0.363)</td>
<td>(0.929)</td>
</tr>
<tr>
<td>SuspVal32 $\times$ NE20</td>
<td>0.883$^{*}$</td>
<td>0.609</td>
<td>0.461</td>
<td>0.096</td>
<td>−1.667</td>
</tr>
<tr>
<td></td>
<td>(0.453)</td>
<td>(0.525)</td>
<td>(0.346)</td>
<td>(0.378)</td>
<td>(1.551)</td>
</tr>
<tr>
<td>HHI</td>
<td>0.005</td>
<td>0.037</td>
<td>0.019</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
<td>(0.128)</td>
<td>(0.125)</td>
<td>(0.126)</td>
<td></td>
</tr>
<tr>
<td>SuspNum32 $\times$ HHI</td>
<td>−0.297</td>
<td>−0.828</td>
<td>−0.062</td>
<td>−0.394</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.928)</td>
<td>(0.980)</td>
<td>(1.127)</td>
<td>(4.092)</td>
<td></td>
</tr>
<tr>
<td>SuspVal32 $\times$ HHI</td>
<td>1.249</td>
<td>1.457</td>
<td>0.997</td>
<td>6.866</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.028)</td>
<td>(1.136)</td>
<td>(1.253)</td>
<td>(3.300)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>82</td>
<td>82</td>
<td>82</td>
<td>82</td>
<td>82</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.596</td>
<td>0.621</td>
<td>0.608</td>
<td>0.582</td>
<td>0.459</td>
</tr>
<tr>
<td>District FE</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Census Controls</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>

In all columns, the dependent variable is retail sales in 1933 as a fraction of retail sales in 1929. NE20 is the measure of continuing relationships on the eve of the Great Depression. With the exception of column 3, where the loan rate elasticity component of NE20 is calculated with respect to the average cost of deposits, NE20 is always calculated with respect to the discount rate. SuspNum32 and SuspVal32 measure, respectively, the number and deposits of distressed national banks from 1930 to 1932 relative to the number and deposits of all national banks in 1929. Distress is defined using suspensions in columns 1 to 3, failures in column 4, and mergers under duress in column 5. HHI measures local banking market concentration in 1929. Bootstrapped standard errors clustered at the district level are in brackets. $^{***}p < 0.01, ^{**}p < 0.05, ^{*}p < 0.1$.

\textsuperscript{25} Using the sources described in Richardson (2008), we find that depositors in national banks with more than $6 million in deposits on the date of failure received an average of 4.2 cents per month for each dollar of deposits during the initial year of liquidation. The monthly disbursement was only 3.0 cents for banks that failed with $2 to $6 million in deposits and 2.0 cents for those that failed with less than $2 million in deposits.

\textsuperscript{26} In unreported results, we reran the baseline regression without controlling for SuspVal32. The coefficient on the interaction between SuspNum32, and NE20i, was still negative, but its magnitude was much smaller ($-0.315$ instead of $-0.857$) and not statistically significant. Running the baseline without SuspNum32, similarly muted the coefficient on the interaction between SuspVal32, and NE20i. By including both SuspNum32 and SuspVal32, in the same regression, we capture different dimensions of banking distress and obtain sharper and more informative coefficients.

\textsuperscript{27} This result is also robust to controlling for the deposit market share of national banks relative to all other banks (e.g., state banks) in 1929.
reflect the nature of the banking panics in the early 1930s. However, instead of using national bank suspensions to calculate $\text{SuspNum}_{32i}$ and $\text{SuspVal}_{32i}$, we use national bank failures in column 4 and national bank mergers under duress in column 5.

The estimate of $\gamma_3$ in column 4 is negative and statistically significant. It is somewhat less negative than the estimate in column 2, possibly due to differences in the redeployment of soft information under various forms of distress. As described in section VA, suspensions include both temporary suspensions and permanent suspensions (i.e., failures). Loan officers at failed banks would have had to look for new employment and may have taken their relationship borrowers with them to healthier financial institutions, in contrast with temporary suspensions where loan officers did not have to move but also could not operate as normal. Failures may therefore have been more conducive to the redeployment of soft information. There were, however, major impediments to redeploying soft information from failed banks in the early 1930s. First, new employment was not easy to find. Second, outside of a few big cities, failures were typically resolved through the court system, not through purchase and assumption. Many records were therefore trapped in the courts during the Depression, making it difficult for loan officers to transfer them to new banks. This would have delayed the re-formation of old relationships, particularly if managers at the new banks wanted written records to confirm that the relationships were true and sound. On net, then, the estimate of $\gamma_3$ is negative and statistically significant, regardless of whether banking distress is measured using failures or suspensions.

The use of mergers under duress in column 5 provides a placebo test. By virtue of being under duress, these mergers indicate banking distress. However, the act of merger, as opposed to suspension or failure, bypasses the labor market frictions that loan officers would face looking for new jobs and avoids the trapping of records that would occur in the courts during bankruptcy proceedings, thus facilitating the transfer of soft information from a distressed bank to a successor. Accordingly, we should not expect a negative and statistically significant estimate of $\gamma_3$ when banking distress is measured using mergers under duress. This is confirmed in the fifth column of table 4.

C. Additional Results

We conclude this section by discussing the results from a two-stage procedure to address the possibility of endogeneity between retail sales and banking distress in equation (4). Specifically, we want to make sure that we have isolated the drop in economic activity caused by the inability of relationship lenders to supply credit, not reverse causality from economic activity to bank distress through decreased demand for credit.

A series of surveys conducted during the Great Depression lend credence to the importance of credit supply shocks. The National Industrial Conference Board (1932) found that 22% of industrial firms that normally relied on commercial banks for working capital curtailed operations because of the refusal or restriction of bank credit. Even firms that “would have readily commanded bank credit in normal times” because their credit ratings were positive, cash flows substantial, and balance sheets liquid and solvent were unable to obtain loans in the early 1930s (NICB, 1932, 94, 96, 98–99). Refusals often occurred because lenders’ difficulties, typically withdrawals by depositors, forced them to curtail credit or call loans (NICB, 1932, 111). A survey of small manufacturing firms conducted by the Department of Commerce (1935) reached similar conclusions: 45% of small manufacturers reported an inability to borrow sufficient funds to finance all of their potential projects despite a majority of these manufacturers being liquid, solvent, and well regarded by credit rating agencies.

A simple test based on prices and quantities also indicates that credit supply shocks were of first-order importance in the early 1930s. In contrast to demand-driven decreases in bank lending, which should be accompanied by decreases in loan rates, supply-driven decreases in bank lending should be accompanied by increases in loan rates. Since the income statements described in section IVB allow us to impute average loan returns in various locations during the Great Depression, we overcome the paucity of disaggregated data on loan pricing that would otherwise impede the implementation of this test. For each location in our sample, we compute the correlation between semiannual loan growth and semiannual changes in seasonally adjusted loan returns over the period June 1930 to December 1932. The correlation is negative for 77% of our locations, indicating that loan supply shocks dominated loan demand shocks in the majority of the locations in our sample.

Both the survey evidence and the simple test just described lead us to interpret the results in table 4 as being largely causal from banking distress to economic activity. However, to provide more formal identification, we use a two-stage strategy, similar to the one used by Calomiris and Mason (2003) to identify loan supply shocks in the face of the loan demand critique in Hardy and Viner (1935) and Kimmel (1939). Appendix C provides details on the first-stage estimation and collects the second-stage regression tables. In addition to the specifications in columns 1 and 2 of table 4, appendix C runs second-stage regressions that control for interactions between the instrumented indicators of banking distress and variables from the 1920 Census. Appendix C also runs regressions that interact $NE_{20}$, and the instrumented banking distress indicators with the reserve city dummy to explore whether our results differ across types of locations. Finally, appendix C runs regressions using the change in retail sales from 1929 to 1935 as the dependent variable, as well as regressions that use

28The percentages were 31.1% for firms with 100 or fewer employees, 21.8% for firms with 101 to 250 employees, 19.0% for firms with 251 to 500 employees, 10.2% for firms with 501 to 1,000 employees, and 6.5% for firms with over 1,000 employees (NICB, 1932).
alternative measures of economic activity constructed from the Census of Manufactures.

The coefficient on the interaction between the instrumented $\text{SuspNum32}$ variable and $\text{NE20}$, is negative and statistically significant in all specifications considered in appendix C, indicating, as before, that the marginal impact of banking distress on retail sales was more severe in areas with more continuing relationships. The null hypothesis that this coefficient does not differ across the types of locations that comprise our sample cannot be rejected and the coefficient remains negative and statistically significant when the dependent variable is measured in 1935. Thus, the real effects of banking distress were propagated through relationship lending in both cities and states and lingered into the recovery period.

Appendix C also uses the estimated coefficients to make statements about the aggregate implications of banking distress in the early 1930s. We find that retail sales in the United States would have been almost 4% higher in 1933 had there been no banking distress. We present aggregate evidence that a 4% drop in retail sales is consistent with a 6% to 7% drop in nominal GNP and a 3% to 4% drop in real GNP. This is about one-eighth of the economic contraction experienced during the Great Depression, underscoring the economic significance of our results.

VI. Conclusion

We have proposed a novel measure of continuing lending relationships that resolves the data limitations of the 1920s and 1930s and pinpoints the nonmonetary effects of banking distress in a way that the existing literature on the Great Depression has been unable to do. Our measure is based on the idea that longer relationships reveal to banks the highest interest rates they can charge their borrowers without inducing moral hazard, leading to loan rates that are less responsive to changes in bank funding costs. We presented historical and theoretical arguments in support of our measure, then implemented it to study the transmission of bank suspensions to economic activity through the disruption of long-term lending relationships.

We found that cross-sectional differences in continuing relationships in the 1920s played a fundamental role in determining the real effects of banking distress in the early 1930s. Our new measure revealed that the marginal impact of bank suspensions on economic activity was much more severe in areas with more continuing relationships, other things the same. In other words, the destruction of continuing relationships amplified the Great Depression, providing the first formal evidence that relationship lending propagated the real effects of banking sector distress in the early 1930s.

In keeping with Bernanke (1983) and others, we focused on the Great Depression. The dimensions of the downturn and the largely unfettered nature of the banking panics make it ground zero for studying the real effects of financial crises. However, our findings are of interest beyond the historical context as relationship lending remains a principal source of working capital in many parts of the world. Our method is also useful for analysis of modern economies when loan-level data are either unavailable or available only with long lags.

By connecting the economic contraction to the collapse of long-term lending relationships, our results also suggest a new avenue for future work on the speed of economic recoveries. When business is dependent on the soft information that banks acquire over time, it is not enough for new banks to replace distressed ones. These banks also need time to interact with firms, learn about them, and rebuild continuing relationships, so, on top of contributing to the severity of the Great Depression, the banking panics of the early 1930s are likely to have contributed to what some believe was a surprisingly slow recovery in the wake of such a catastrophic economic collapse. Relationship rebuilding and the time to recovery from the Great Depression would therefore be an interesting extension for future work.
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