Emergence of hot corona and truncated disk in simulations of accreting stellar mass black holes
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ABSTRACT

Stellar mass black holes in X-ray binaries (XRBs) are known to display different states characterized by different spectral and timing properties, understood in the framework of a hot corona coexisting with a thin accretion disk whose inner edge is truncated. There are several open questions related to the nature and properties of the corona, the thin disk, and dynamics behind the hard state. This motivated us to perform two-dimensional hydrodynamical simulations of accretion flows onto a $10M_\odot$ black hole. We consider a two-temperature plasma, incorporate radiative cooling with bremsstrahlung, synchrotron and comptonization losses and approximate the Schwarzschild spacetime via a pseudo-Newtonian potential. We varied the mass accretion rate in the range $0.02 \leq \dot{M}/\dot{M}_{\text{Edd}} \leq 0.35$. Our simulations show the natural emergence of a colder truncated thin disk embedded in a hot corona, as required to explain the hard state of XRBs. We found that as $\dot{M}$ increases, the corona contracts and the inner edge of the thin disk gets closer to the event horizon. At a critical accretion rate $0.02 \leq \dot{M}_{\text{crit}}/\dot{M}_{\text{Edd}} \leq 0.06$, the thin disk disappears entirely. We discuss how our simulations compare with XRB observations in the hard state.
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1 INTRODUCTION

Stellar mass black holes in binary systems (also known as X-ray binaries, XRBs) are known to display three states characterized by different spectral and timing properties (e.g. Remillard & McClintock 2006; Fender & Belloni 2012). In the low or hard state, the source is fainter and its X-ray spectrum displays a hard power-law. As it brightens, it enters a high or soft state, in which the spectrum is characterized by a thermal component. Between these two states the source goes through an intermediate (or very high state) state where the thermal and power-law components are comparable. A black hole walks through all these states in a couple of months, and sometimes days.

It is widely accepted that the hard and thermal states can be understood separately in terms of a hot corona and a thin disk, respectively (Esin et al. 1997; Done et al. 2007). The basic qualitative idea is that, in the hard state, the thin disk is truncated at a certain transition radius $R_T$ inside of which it gives way to a hot corona (i.e. a radiatively inefficient accretion flow or RIAF). As the mass accretion rate $\dot{M}$ increases, $R_T$ becomes progressively smaller until the entire accretion flow consists of a thin disk: the source transitions to the soft state. Physically, this is due to the cooling time becoming shorter than the accretion timescale (Narayan & Yi 1995a).

Two unresolved questions in XRB research stand out. The first: what is the nature and properties of the X-ray-emitting corona? The second question: what is the mechanism and dynamics behind state transitions? Observationally, there is firm evidence that both a hot corona and a truncated thin disk are present along the state cycles of XRBs. However, it has been challenging to explain from first principles how a stable corona is formed and its physical properties (e.g. Schnittman et al. 2013; Yuan & Narayan 2014; Dexter et al. 2021). In addition, the details of the transition from the hard to soft state occurs is hotly debated. Is it driven by a decrease in the inner edge of the thin accretion disk (Ingram & Done 2011; Plant et al. 2014), or a diminution of the corona (Garcia et al. 2015; Kara et al. 2019; Wang et al. 2021)? This remains unclear.

What is clear is that radiative cooling in the accretion flow should play a major role in explaining these transitions. While his-
torically analytical one-dimensional models have been very useful in beginning to address these questions (e.g. Chen et al. 1995; Esin et al. 1997), some aspects of accretion physics such as their dynamics are beyond the scope of such models.

In this work, we use viscous hydrodynamical simulations designed to mimic the state of the XRB accretion flow in the hard state. We incorporate energy losses due to radiative cooling and investigate a range of mass accretion rates near the critical value $M = 0.01 M_{\text{edd}}$ at which a RIAF collapses to a thin disk. Section 2 describes the numerical experiment and initial condition of the accretion flow. Section 3 describes the results of our experiment. Section 4 discusses the results and how they can help to explain XRB observations. Finally, section 5 summarizes the work. The appendices describe technical details about the methods.

2 SUMMARY OF METHODS

We have adopted the code PLUTO (Mignone et al. 2007) to solve the equations of fluid dynamics in spherical coordinates (Ve madmo 2020 for the full equations and details). We approximate the Schwarzschild spacetime via the pseudo-Newtonian gravitational potential $\phi = -GM/(r - r_s)$ (Paczyński & Wiita 1980) ($r_s$ is the Schwarzschild radius), as the spin parameter does not seem to be important at first order to understand XRB state transitions (e.g. Remillard & McClintock 2006) and we are not addressing jet formation.

We assume an $\alpha$-disk, i.e. an accretion flow with shear stress given by the Shakura-Sunyaev $\alpha$ viscosity (Shakura & Sunyaev 1973) where the kinematic viscosity is given by $\nu = \alpha r^{1/2}$ (Landau & Lifshitz 1959; Stone et al. 1999). Here, $\alpha$ is a constant similar to (but not equal) the standard Shakura-Sunyaev $\alpha$. We set $\alpha = 0.01$ which is a common choice (e.g. Wu et al. 2016).

A key aspect of our work are the energy losses via radiative cooling. Below we give a summary of the heating and cooling implementation; we describe it in more details in Appendix A. The radiative cooling rate is given by $Q_{\text{rad}} = Q_{\text{brems}} + Q_{\text{syn}} + Q_{\text{ext}}$ where we include the relevant processes for stellar-mass BHs: bremsstrahlung emission $Q_{\text{brems}}$ including both the electron-ion and electron-electron interactions, optically thin synchrotron emission $Q_{\text{syn}}$ and comptonized self-synchrotron emission $Q_{\text{ext}}$. We adopt a series of approximations for the calculation of the cooling rates. For the bremsstrahlung emission, we assume that the proton temperature is small enough to neglect its motion and the electrons follow a Maxwellian energy distribution. For the synchrotron emission, we adopt the optically thin limit (Pacholczyk 1970) and assume that the angle between the velocity vector of the electron and the direction of the local magnetic field follows an isotropic distribution (Narayan & Yi 1995b). In order to obtain the $Q_{\text{syn}}$, we assume that the observer sees a blackbody source with radius determined by the condition $\nu = \nu_c(r)$ (the self-absorption critical frequency). We neglect nonlocal radiative transfer effects. For the self-synchrotron Comptonization, we assume Comptonization of synchrotron radiation at the frequency $\nu_c(r)$. We include the cooling contribution from higher density, optically thick regions of the flow using the cooling rate computed by Hubeny (1990).

The radiative cooling term $Q_{\text{rad}}^r(r, n_e, T_e)$ in the energy equation depends the distance from the BH $r$, the electron temperature $T_e$ and the electron number density $n_e$. We generated a lookup table of $-Q_{\text{rad}}^r$ as a function of $n_e$, $r$ and $T_e$ for the following parameter ranges, equally spaced in the log space: $10^{11} \leq n_e \text{ cm}^{-3} \leq 10^{20}$, $2.6 \leq r/r_g \leq 800$ and $800 \leq T_e/\text{K} \leq 10^{12}$, encompassing the range of typical XRB values (e.g. Done et al. 2007). This is much faster than computing cooling rates on-the-fly.

Distances in the simulations are parameterized in terms of the gravitational radius $r_g \equiv GM/c^2 = M$. We adopt $M = 10 M_\odot$. The grid resolution is $400 \times 400$ elements ($R \times \theta$), logarithmic in $r$ bounded by $2.0 r_g < r < 800 r_g$, linear and non-uniform in $\theta$ with ten cells at $\theta = 15^\circ$ and $165^\circ$ and the remaining uniformly distributed, in order to increase resolution towards the equatorial plane. The initial condition consists of a stationary torus in dynamical equilibrium (Papaloizou & Pringle 1984) with a constant specific angular momentum. Its starting radius is chosen as $r_{\min} = 150 r_g$ and the pressure maximum radius as $r_p = 200 r_g$, resulting in an initial torus extending all the way to $r_{\max} = 300 r_g$. The mass accretion rate is set by the torus maximum density $\rho_{\max}$, which sets its total mass.

We assume the presence of a local, isotropic, randomly tangled magnetic field characterized by $\beta = P_{\text{magnetic}}/P_{\text{thermal}} = 10$ on the assumption that the flow is dominated by gas pressure (e.g. Wu et al. 2016). RIAFs are characterized by a two-temperature plasma (e.g. Yuan & Narayan 2014). We approximate the temperature difference using

$$T_e = \frac{T_i}{2 + (r/r_g)^{1/4}},$$

where $r_g$ is the radius of maximum density and the ion temperature $T_i$ is taken directly from the simulation. Equation 1 is based on height-integrated solutions (Narayan & Yi 1995a; Wu et al. 2016).

The effective mean molecular weights of ions and electrons are $\mu_i = 1.23$ and $\mu_e = 1.14$, corresponding to a hydrogen mass fraction $X = 0.75$ (Narayan & Yi 1995b).

The beginning of each simulation involves a burn-in period during which the radiative cooling is disabled until the flow achieves a quasi-steady state characterized by an almost constant accretion rate $\dot{M} \sim 5000 GM/c^2$. More precisely, radiative cooling is turned on at $t = 1.4 t_{\text{orb}}$ where $t_{\text{orb}} = 2\pi r_g/\nu_c = 1.8 \times 10^6 GM/c^2$ is the orbital time of the accretion flow at $r = 100 r_g$.

3 RESULTS

We carried out five simulations corresponding to different values of the mass accretion rate $\dot{M}$, which are listed in Table 1. The mass accretion rates quoted in Table 1 are the time-average of $M(r, t) = 2\pi r^2 \int_0^\infty \nu_c \sin \theta \ d\theta$ at the inner boundary; we computed the average for the time intervals over which $M(r)$ is relatively constant thus indicating that the accretion flow reached steady state, as indicated in Figure 1. The accretion rates range from $\dot{m} = 0.02$ up to $\dot{m} = 0.35$, where $\dot{m} \equiv M/M_{\text{edd}}$ and $L_{\text{edd}} \equiv 0.1 M_{\text{edd}}^2$ and $L_{\text{edd}} = 1.3 \times 10^{38} (M/M_\odot)$ erg s$^{-1}$. Since the critical value that signals the transition between a RIAF and thin disk is $\dot{m}_{\text{crit}} \approx 0.01$ (Yuan & Narayan 2014), our simulations should probe the conditions involved in the hard to thermal state transition of XRBs.

A snapshot from the simulations can be seen in Figure 2 where the electron density and temperature maps are shown. Our simulations demonstrate that for $\dot{m} \geq 0.06$ the initial torus collapses resulting in the formation of a cold thin disk embedded in a hot corona, as required to explain XRBs. The dense disk is located at the equatorial plane and is 10-100 times denser than the torus.
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<table>
<thead>
<tr>
<th>ID</th>
<th>( M/M_{\text{Edd}} )</th>
<th>( L/L_{\text{Edd}} )</th>
<th>( r_{\text{in}}/r_g )</th>
<th>Time interval ( (r_g/c) )</th>
<th>( \rho_0 ) (g cm(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.35 ± 0.09</td>
<td>0.3 ± 0.08</td>
<td>22 ± 5</td>
<td>35815 - 40930</td>
<td>1.5 × 10(^{-6})</td>
</tr>
<tr>
<td>2</td>
<td>0.24 ± 0.07</td>
<td>0.2 ± 0.07</td>
<td>26 ± 5</td>
<td>35815 - 40930</td>
<td>1 × 10(^{-6})</td>
</tr>
<tr>
<td>3</td>
<td>0.11 ± 0.02</td>
<td>0.09 ± 0.02</td>
<td>41 ± 10</td>
<td>35815 - 40930</td>
<td>5 × 10(^{-7})</td>
</tr>
<tr>
<td>4</td>
<td>0.06 ± 0.01</td>
<td>0.046 ± 0.008</td>
<td>55 ± 12</td>
<td>32400 - 37520</td>
<td>3 × 10(^{-7})</td>
</tr>
<tr>
<td>5</td>
<td>0.02</td>
<td>0.015 ± 0.008</td>
<td>&gt; 100</td>
<td>32400 - 37520</td>
<td>1 × 10(^{-7})</td>
</tr>
</tbody>
</table>

Table 1. Time-averaged mass accretion rates, Eddington ratios and thin disk inner radii for the numerical simulations. The ID column indicates the number assigned to each model. Column 5 shows the time intervals over which the averages were computed. Column 6 shows the maximum torus density in CGS units.

\[
R_{\text{in}} = 42r_g \left( \frac{\dot{m}}{0.1} \right)^{-0.60 \pm 0.27}.
\]  

Figure 1. Temporal evolution of the mass accretion rate after the radiative cooling is enabled. The dotted vertical indicate the time range used to estimate \( \dot{m} \) in models 4 and 5 (cf. Table 1); the dashed line shows the range used in the remaining simulations.

in non-radiative simulations. The corona in our models typically has \( T_c \sim 10^{10} - 10^{11} K \) while the disk has typical electron temperatures \( \sim 10^6 K \).

Over the duration of the simulation, the cold and hot phases coexist until the accretion rate is decreased to \( \dot{m} = 0.02 \). At this value, we could not find any trace of a cold disk. The only structure remaining is a geometrically thick, low-density, hot corona. This is expected because as the accretion rate gets lower the density also decreases, and the gas starts becoming inefficient in radiating i.e. the cooling time is longer than the viscous time.

We also found that the coronal size and the inner radius of the thin disk change noticeably across the different simulations, in response to the \( \dot{m} \) variation. We estimate the time-averaged coronal scale height \( H_c \) and the inner radius \( R_{\text{in}} \) using the same time range adopted to compute \( \dot{m} \) (Table 1). The uncertainties in these estimates reflect the standard deviation in the time-averages. For more details on the methods for obtaining \( H_c \) and \( R_{\text{in}} \), please refer to Appendices B and C, respectively.

Figure B1 shows that the corona contracts as the accretion rate increases. Quantitatively, as \( \dot{m} \) increases sixfold from 0.06 to 0.35 the corona contracts to about sixty per cent of the size at the lowest \( \dot{m} \) simulated. This is reflected in both its lateral width and height. We fitted a linear relation to the dependence of \( H_c \) on \( \dot{m} \) in log-log space and found that it is approximately given by

\[
H_c = 20r_g \left( \frac{\dot{m}}{0.1} \right)^{-0.37 \pm 0.08}.
\]  

Figure B1 also displays the inner radius of the thin disk as a function of the mass accretion rate. We find that the inner radius of the thin disk is anticorrelated with \( \dot{m} \). In other words, as the accretion rate increases, the disk gets closer to the event horizon. We fitted a power-law to our data and obtained

\[
R_{\text{in}} = 42r_g \left( \frac{\dot{m}}{0.1} \right)^{-0.60 \pm 0.27}.
\]  

4 DISCUSSION

Our simulations begin with a hot torus which collapses to a colder thin disk due to thermal instability. A hot corona persists above and below the thin disk. The corona and the inner radius of the thin disk gradually increase in size as \( \dot{m} \) decreases. At \( \dot{m} = 0.02 \) the thin disk disappears and there is only a hot accretion flow left. Thus, we constrain the critical accretion rate at which the thin disk disappears entirely to be in the range \( 0.02 < \dot{m}_{\text{crit}} \leq 0.06 \). This interval is consistent with estimates based on analytical theory which find values in the range \( 0.01 < \dot{m}_{\text{crit}} \leq 0.1 \) (Narayan & Yi 1995b; Xie & Yuan 2012). In one of their radiation general relativistic magnetohydrodynamic (GRRMHD) simulations (model M3), Dexter et al. (2021) find tentative collapse of the hot accretion flow at \( \dot{m} \sim 10^{-3} \); this is one order of magnitude lower than our \( \dot{m}_{\text{crit}} \).

4.1 Comparison with observations

It is worth comparing our values of \( R_{\text{in}} \) with measurements from observations of X-ray binaries. Since observers quote the source luminosity while our simulations are parameterized in terms of \( \dot{m} \), we estimate \( L \) from \( \dot{m} \) for our models using equation \( L = \eta M \dot{M} \) with the efficiency of conversion of accreted rest-mass energy into radiation given by \( \eta = \eta_{\text{RIAF}} + \eta_{\text{thin}}. \eta_{\text{RIAF}} = \eta_{\text{RIAF}}(\dot{m}) \) is based on the RIAF model of Xie & Yuan (2012) assuming an electron turbulent heating efficiency of \( \delta = 1.0 \); \( \eta_{\text{thin}} = \eta_{\text{thin}}(R_{\text{in}}, R_{\text{out}}) \) corresponds to a truncated thin disk given by equation 4 of Reb et al. (2018) where we fix \( R_{\text{out}} = 10^3 r_g \).

Since it is widely agreed that in the thermal state the disk is truncated at or near the innermost stable circular orbit radius, here we compare our results with XRBs in the hard state. Figure 4 compares the \( R_{\text{in}} \) values as a function of \( L/L_{\text{Edd}} \) from our simulations with observations of GX 339-4 in the hard state. Figure 4 illustrates the disk truncation controversy: the inferred inner edge of the disk varies widely among different techniques even for the same object. One of the methods for measuring \( R_{\text{in}} \) is based on fitting the disk reflection component observed with spectroscopy (e.g. García et al. 2015). Two other methods are fitting the continuum spectrum of the accretion flow (McClintock et al. 2014) and timing analysis of X-ray lags (e.g. De Marco et al. 2015). The observations form two
Figure 2. Temperature and density maps of the five simulations carried out in this work. On the left side, the colors indicate the log of the electron temperature in Kelvin; on the right side, they indicate the log of electron number density in particles per cubic cm. All snapshots were taken at $t = 34112GM/c^3$.

Figure 3. Corona vertical height and inner radius of the thin disk as a function of the mass accretion rate $m$. The corona and inner radius contract as $m$ increases. Each line indicate a linear fit in log-log space using $y = x$ BCES regression with bootstrapping taking into account uncertainties in both axes (e.g. Nemmen et al. 2012). The band around each fit denotes the $1\sigma$ prediction band.

One common aspect of all the studies predicting the largest truncation (i.e. the upper track) is that the observations were taken with XMM-Newton’s epic PN camera in timing mode, which is prone to calibration issues and pile-up effects at the very high count rates reached by the source and could potentially bias their results (Garcia et al. 2018).

Our results indicate that with increasing Eddington ratios the corona contracts but does not go away, even at luminosities typical of the soft state ($0.1 < L/L_{\text{Edd}} < 0.4$; cf. Table 1). One possibility is that the compact corona seen in our models at such luminosities could be responsible for the hard X-ray tail observed in the soft state of several sources (e.g. Sridhar et al. 2020; Connors et al. 2021). More work is needed to probe the stability properties and electromagnetic spectrum of this remnant corona.

4.2 Caveats

The specific values of $R_{\text{in}}$ and $L/L_{\text{Edd}}$ from the models should be taken with care due to the many shortcomings of our numerical simulations described below.

We compute the synchrotron cooling rate based on a single frequency—the critical frequency $\nu_c$ of self-absorbed synchrotron emission; $\nu_c$ is also used as the seed photon frequency for comptonization; comptonization is assumed to happen only locally. These simplifications were adopted in order to reduce the computational costs and as a result we could be underpredicting the amount of radiative cooling.

Since we performed only hydrodynamical simulations, the dynamical effect of magnetic fields is only incorporated via the assumption of an isotropically-tangled magnetic field in equipartition with the gas, with a constant $\beta$. MHD simulations show that it is not constant as assumed here (e.g. Hirose et al. 2004). Furthermore, viscous stresses are incorporated using an $\alpha$-viscosity prescription.
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Figure 4. Inner radius of the thin accretion disk as a function of the luminosity in Eddington units. $R_{\text{in}}$ is in units of the gravitational radius. Circles indicate the results from our numerical simulations. Squares, triangles and hexagons denote measurements based on observations of X-ray binary GX 339-4 in the hard state (Reis et al. 2008; Miller et al. 2006; Petrucci et al. 2014; Kolehmainen et al. 2014; Garcia et al. 2015; Plant et al. 2015; Basak & Zdziarski 2016; De Marco et al. 2015; Wang-Ji et al. 2018). The stars show results from the simulations of Takahashi et al. (2016) and Liska et al. (2022).

proportional to the density. This means that most of the dissipation takes place at the equatorial plane which concentrates most of the flowing mass. MHD simulations indicate that the vertical distribution of energy dissipation can extend to higher heights (e.g. Huang et al. 2023).

At accretion rates $\dot{m} \gtrsim 0.1$, radiation pressure becomes important and is not incorporated in this work. In addition, gravity in our model is pseudo-Newtonian. This is a good approximation for the Schwarzschild spacetime. However, the innermost stable circular orbit is closer to the horizon in the Kerr spacetime for $a_* > 0$ ($a_*$ is the BH spin) compared to the Schwarzschild spacetime. Indeed, the ISCO around a BH spinning at $a_* = 0.998$ is about five times smaller compared to a nonrotating hole. We suspect that the Schwarzschild spacetime introduces a positive bias in the values of $R_{\text{in}}$, which could explain why our values are systematically larger than the measured ones.

Our corona temperatures reach $10^8-10^9 K$, hotter than XRB corona measurements (e.g. Garcia et al. 2015; Chakraborty et al. 2020), suggesting we might be missing important physics related to cooling. All the above effects can impact the results, particularly the corona size, thin disk inner radius, their dependence on $\dot{m}$ and the $\dot{m}_{\text{crit}}$.

XRBs display a hysteresis loop in the hardness-luminosity diagram in which they move from the hard to soft state along a higher luminosity than the soft to hard (e.g. Remillard & McClintock 2006). This would correspond to a loop in the $R_{\text{in}}-L/L_{\text{Edd}}$ diagram, which our simulations are presently unable to account for. We think additional physics is required beyond the dependence of cooling on $\dot{m}$. Different causes have been proposed for the observed hysteresis, including the interplay between advected magnetic fields and turbulence (Begelman 2014), warped disks (Nixon & Salvesen 2014), the relation between $\alpha$ and the magnetic Prandtl number (Balbus & Henri 2008) and the disk magnetization (Petrucci et al. 2008).

Our simulations have a duration of at most $t_{\text{sim}} \approx 4 \times 10^4 r_g/c$. In order to achieve inflow equilibrium, $t_{\text{sim}}$ would need to be of the order of the viscous time for the thin disk (e.g. Frank et al. 2002) which scaled to the relevant XRB parameters becomes

$$
t_{\text{visc}}(M, \dot{m}, r) = 3 \times 10^6 \frac{r_g}{c} \left( \frac{\alpha}{0.1} \right)^{-0.8} \left( \frac{M}{10 M_\odot} \right)^{1.2} \times \left( \frac{r}{10 r_g} \right)^{1.25} \left( \frac{\dot{m}}{0.1} \right)^{-0.3}.
$$

At the radius where most of action is happening in our models, $r \approx 50 r_g$, $t_{\text{visc}}$ is about $8 \times 10^5 r_g/c$ (or 15 minutes in physical units). Therefore, our models do not achieve inflow equilibrium. We would need to evolve them for durations at least a hundred times
longer in order to achieve a steady state solution. For this reason, it is difficult to ascertain the robustness of our measured truncation radii. As far as we know, no global simulation in the literature currently has a long enough duration to ensure that thin accretion disks achieve inflow equilibrium. Future simulations—with much longer durations to reach \( t_{\text{sim}} \sim t_{\text{visc}} \) and correspondingly larger tori such that the BH does not run out of gas—are warranted.

#### 4.3 Comparison with other simulations

We now compare our work with other numerical simulations of truncated accretion disks. Hogg & Reynolds (2017) performed MHD simulations of the transition state of XRBs with a \(-1/r\) gravitational potential. Their initial condition is a thin disk with an ad-hoc cooling function. Due to their choice of cooling function, their simulation gives \( R_{\text{in}} \approx 90\, r_g \) at \( m = 0.01 \) by construction. Other numerical works have improved on many of the issues we pointed previously. Takahashi et al. (2016) performed GRRMHD simulations of truncated discs around black holes including radiation pressure in the M1 closure. For \( m \approx 0.1\), Takahashi et al. find \( R_{\text{in}} \approx 30\, r_g \) which is consistent with our results within uncertainties. Dexter et al. (2021) performed GRRMHD simulations of a MAD flow onto a Kerr BH with frequency-dependent Monte Carlo radiative transfer, including synchrotron and bremsstrahlung emission. In one of their simulations, M3, they reported the tentative formation of a thin disc at \( m \sim 10^{-3} \). Dexter et al. did not report whether their collapsed disk is truncated at the inner edge. Finally, Liska et al. (2022) simulated a XRB with a GRRMHD formalism including electron thermodynamics and M1 closure, with an initial condition broadly similar to ours. They also find a two-phase flow at \( m = 0.2 \) with the thin disk truncated at \( R_{\text{in}} \approx 20\, r_g \). Liska et al. argue that the inner edge of their radiation pressure-supported thin disk is dictated by the onset of a magnetically dominated flow.

The comparison of our results with other numerical simulations suggests that the formation of a thin disk sandwiched by a hot corona is a surprisingly robust result. Furthermore, despite their vastly different complexity, the GRRMHD models of Takahashi et al. (2016); Liska et al. (2022) produce truncated thin disks whose inner edge locations are consistent with the results of our models within 1\( r \) uncertainties (cf. Figure 4). The cause of truncation, however, differs among the simulations. In ours—which does not include magnetic fields—it is thermal instability; in Liska et al. it is due to a magnetic fields. There are different routes to truncation; it remains to be seen which one is taken by nature.

#### 5 SUMMARY AND CONCLUSIONS

We performed two-dimensional hydrodynamical simulations of two-temperature accretion flows onto a \( 10\, M_\odot \) black hole, incorporating radiative cooling from bremsstrahlung, synchrotron and comptonized synchrotron to energy losses. Schwarzschild space-time is mimicked using a pseudo-Newtonian potential. Our motivation was to investigate the hard state of X-ray binaries and the hard-to-soft state transition. As such, we varied the mass accretion rate in the range \( 0.02 \leq \dot{M}/\dot{M}_{\text{Edd}} \leq 0.35 \) near the critical value at which a RIAF is thought to collapse into a radiatively efficient disk. Our main results are:

(i) Our simulations result in the formation of a cold thin disk embedded in a hot corona, as required to explain the hard state of XRBs. The typical electron temperatures are \( 10^{8}-10^{9}\, K \) for the corona and \( 10^{5}\, K \) for the thin disk.

(ii) By varying the mass accretion rate in our simulations, we find that the corona contracts as \( m \) increases following the relation \( H_c = 20\, r_g \left( \dot{m}/0.1 \right)^{-0.33} \) where \( H_c \) is the corona scale height and \( m \) is in Eddington units.

(iii) The inner edge of the thin disk approaches the event horizon as \( m \) increases following the relation \( R_{\text{in}} = 42\, r_g \left( \dot{m}/0.1 \right)^{-0.60} \).

(iv) At \( m = 0.02 \) the thin disk disappears and there is only a hot accretion flow left. We constrain the critical accretion rate at which the thin disk disappears entirely to be in the range \( 0.02 < m_{\text{crit}} \leq 0.06 \).

These new results are important because they shed light on the details of the hard state and the hard-to-soft state transition. When a stellar BH emerges from quiescence it has a hard X-ray spectrum produced by a centrally located and compact hot corona, which then changes to a soft spectrum dominated by the inner disk emission (e.g. Done et al. 2007; Fender & Belloni 2012). Much debate persists over how this transition occurs. In particular, it is not clear whether the transition is driven by a reduction in the inner radius of the disk or by a shrinking corona (Platani et al. 2014; Fabian et al. 2014; García et al. 2015). For example, the X-ray observations of MAXI J1820+070 indicate that the culprit is the reduction in the spatial extent of the corona (Kara et al. 2019). Contrary to simple expectations, however, our models suggest that the truncation radius decreases and the corona shrinks as the XRB evolves during the hard state raising.

We find that the thin disk is embedded in the hot corona rather than the latter being above the disk as in a simple “lump post” picture (Done et al. 2007). Our values of \( R_{\text{in}} \)—much like those obtained in current GRRMHD models—are systematically larger than many reflection spectroscopy XRB measurements. As BH accretion models become increasingly more sophisticated, it remains to be seen whether this discrepancy between theory and observations will be resolved, and which of the two mechanisms—thermal or magnetic—are responsible for the disk truncation.

#### DATA AVAILABILITY

Please refer to https://github.com/black-hole-group/pluto.branch.cooling, commit ce985cc for the specific code and radiative cooling implementations used in this work. The initial condition files are available at https://bitbucket.org/nemmen/pluto-simulations in the directory hd/torus_2D_pn_cool. The simulation binary data files, cooling table and analysis notebooks used to generate the figures in this work are available on Figshare at http://tiny.cc/xrb-hydro-figshare.
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APPENDIX A: HEATING AND COOLING

Here, we describe technical details of the heating and cooling implementation. Two source terms need to be added to the equations in order to incorporate (i) heating and angular momentum removal due to magnetically-driven turbulent viscosity and (ii) energy losses due to radiative cooling.

We assume an a disk (Shakura & Sunyaev 1973) and adopt the “K-model” viscosity prescription in Stone et al. (1999), which corresponds to the kinematic viscosity $v = \alpha r^{1/2}$ where $\alpha$ is a constant similar to (but not equal) the standard Shakura-Sunyaev $\alpha$.

We set $\alpha = 0.01$ which is a common choice (e.g. Wu et al. 2016).

The radiative cooling rate is given by

$$Q_{rad} = Q_{brem} + Q_{syn} + Q_{esc}$$

(A1)

where we include the relevant processes for stellar-mass BHs: bremsstrahlung emission $Q_{brem}$ including both the electron-ion and electron-electron interactions, optically thin synchrotron emission $Q_{syn}$ and comptonized self-synchrotron emission $Q_{esc}$. We adopt a series of approximations for the calculation of the cooling rates, as follows.

A1 Bremsstrahlung

The bremsstrahlung emission is given by

$$Q_{brem} = Q_{et} + Q_{ee}$$

(A2)

where the subscript $et$ and $ee$ denote the electron-ion and the electron-electron rates. In this approach, we assume that the proton temperature is small enough to neglect its motion and the electrons follow a Maxwellian energy distribution. The spectral emissivity is integrated and the fit given by Stepney & Guilbert (1983)

$$Q_{et} = 1.48 \times 10^{-22} n_e^2 \times F(\theta_e) \text{erg cm}^{-3} \text{s}^{-1}$$

(A3)

where $F(\theta_e)$ is given by different expressions depending on the value of $\theta_e \equiv kT_e/m_e c^2$:

$$F(\theta_e) = \begin{cases} \frac{\eta_e}{2\pi} \ln(1.123\theta_e + 0.48) + 1.5 \text{ if } \theta_e < 1, \\ \frac{2}{\pi} \left( 1 + 1.781\theta_e^{1.34} \right)^{1/2} \text{ if } \theta_e > 1. \end{cases}$$

(A4)

For the electron-electron rate, Stepney & Guilbert (1983) gives the photon spectrum and integrate it with an approximated cross-section, resulting in

$$Q_{ee} = \begin{cases} 2.56 \times 10^{-22} n_e^2 \theta_e^{5/2} \left[ 1 + 1.1\theta_e + \theta_e^2 - 1.25\theta_e^{5/2} \right] \text{ if } \theta_e < 1, \\ 3.40 \times 10^{-22} n_e^2 \theta_e \ln(1.123\theta_e + 1.28) \text{ if } \theta_e > 1, \end{cases}$$

(A5)
in units of erg cm\(^{-3}\) s\(^{-1}\). With these approximations, the formulas above incur in errors of less than 5 per cent (Stepney & Guilbert 1983). Some of the constants here are different from Stepney & Guilbert (1983) to ensure smoothness across \(\beta_e = 1\) (Narayan & Yi 1995b).

### A2 Synchrotron

For the synchrotron emission, we adopt the optically thin limit with a relativistic Maxwellian distribution of electrons (Pacholczyk 1970). We assume that the angle between the electron velocity vector and the direction of the local magnetic field is isotropically distributed; this incurs an error of less than 2 per cent (Narayan & Yi 1995b). We estimate the self-absorption critical frequency \(\nu_c\) by assuming that at each radius \(r\), the synchrotron emission occurs over a volume \(2\pi H\Delta s\) where \(H\) is the vertical scale height (\(H = \Delta c/\sqrt{\gamma}K\)), \(c_e\) is the sound speed, \(v_K\) the Keplerian velocity and \(\Delta s\) is the surface area following Wu et al. (2016). Matching the synchrotron and Rayleigh-Jeans blackbody emission results in a transcendental equation for \(x_m\),

\[
\exp \left(1.8899x_m^{1/3}\right) = 2.49 \times 10^{-10} \frac{12\pi n_e H}{B} \frac{1}{\nu_c^2 K_2(1/\nu_c)} \times \left(\frac{1}{x_m^{7/6}} + \frac{0.40}{x_m^{17/12}} + \frac{0.5316}{x_m^{5/3}}\right),
\]

where \(K_2\) is the modified Bessel’s function. This equation is solved at each \(H\) (i.e. each \(r\)) to obtain \(x_m\). It is then used to calculate \(\nu_c\) from

\[
\nu_c = \frac{3}{2} \nu_0 \beta_e x_m
\]

where \(\nu_0 = 2 \times 10^6 B\) Hz with \(B\) is Gauss.

We obtain the cooling rate per unit volume by matching the total cooling over a shell with the net flux reaching an observer at infinity and assuming that at each frequency \(\nu\) the observer sees a blackbody with radius determined by the condition \(\nu = \nu_c(\nu)\). This results in

\[
Q_\nu^{-}\nu = \frac{2\pi}{3c^2} kT_e(\nu) \frac{d\nu_e^2(\nu)}{d\nu} \approx \frac{2\pi}{3c^2} kT_e(\nu) \frac{\nu_e^2(\nu)}{\nu}
\]

Equation A9 is written in a form that explicitly ensures that the integral of \(Q_\nu^{-}\nu\) over the entire flow is equal to the total cooling radiation reaching infinity.

### A3 Comptonization

We neglect nonlocal radiative transfer effects, i.e. photons being generated in one place and scattered in another. The Compton cooling is mainly characterized by the Comptonized energy enhancement factor \(\eta\). This parameter is defined as the average change in energy of a photon between injection and escape. An approximate description for \(\eta\) is given by Dermer et al. (1991) as

\[
\eta = 1 + \frac{P(\Delta e - 1)}{A - \rho A}
\]

where \(\nu = h\nu / (m_e c^2)\), \(P\) is the probability of photon scattering, \(\rho = 1 - e^{-\tau_s}\),

\[
\tau_s = 2n_e c^2 \sigma T_h \text{ is the scattering optical depth and } A \text{ is the mean amplification factor in the energy of a scattered photon, considering a Maxwellian velocity distribution of temperature } \theta_e \text{ for the electrons,}
\]

\[
A = 1 + 4\theta_e^2 + 16\theta_e^4.
\]

In the synchrotron cooling model, the escaping radiation is emitted mostly at the local self-absorption cutoff frequency \(\nu_c\). The Comptonization of this radiation gives an additional cooling rate of

\[
Q^{-}_{\nu} = Q_{\nu}^{\nu} [\eta(\nu_c, \tau_s) - 1].
\]

### A4 Optically thick regime

Since we have the formation of dense regions in our simulations, it is important to compute the radiative cooling of the higher density, colder, optically thick regions of the accretion flow associated with the thin disk. We adopt the net cooling rate of Hubeny (1990)

\[
Q_{\text{rad}} = \frac{4\pi T^4_c}{H} \frac{1}{3\tau/2 + \sqrt{3} + 1/\tau_{\text{abs}}}
\]

Here, \(\tau = \tau_{\text{abs}} + \tau_s\) is the total optical depth and \(\tau_{\text{abs}}\) can be approximated as

\[
\tau_{\text{abs}} = \frac{H}{4\pi T^4_c} \left(Q_{\text{pre}} + Q_{\nu} + Q^{-}_{\nu}\right).
\]

(cf. equation 3.33 from Narayan & Yi 1995b). Note that this expression is valid for both optically thin and thick regimes, because when \(\tau \gg 1\), equation A14 results in the appropriate blackbody limit. On the other hand, when \(\tau \ll 1\), equation A14 becomes equation A1.

### APPENDIX B: CORONA THICKNESS

Before quantifying the coronal vertical thickness \(H_c\), we first convert the array with the numerical values of density from the native polar coordinates adopted in PLUTO to cylindrical coordinates \(R - z\) – a procedure we call regridding for which GPU-accelerated routines written by the group are used for faster calculations

\[
\rho = \rho(R, z) \rightarrow \rho(R, z) = \rho(r, z)
\]

the disk midplane: one with low amplitude and small width corresponding to the thin disk (if it forms), and a second broader Gaussian with large amplitude describing the RIAF.

We compute the time-averaged density map for each model within the time intervals displayed in Table 1. Given the time-averaged density map \(\rho(R, z)\), at the points where the condition \(\log(\rho/\rho_0) \approx -0.5\) is valid the density is replaced by the threshold value, i.e. \(\log\rho \rightarrow -0.5\). This procedure is necessary because as the thin disk is much denser than the corona, the distribution of densities of the thin disk will dominate in the estimates of vertical thickness. Therefore, the denser part corresponding to the thin disk must be removed. One example of thin disk removal is displayed in Figure B1.

At each value of \(R\) we fit a Gaussian function to the \(\rho(z)\) distribution, obtaining a list of accretion flow scale heights \(H'(R) = \sigma R\) where \(\sigma\) is the Gaussian width at a given \(R\). Finally, we estimate the coronal thickness as \(H_c = 2 \max[H'(R)]\).

\footnote{The routines we developed for analyzing PLUTO dump files are available at https://bitbucket.org/nemmen/mickey/}
APPENDIX C: INNER RADIUS OF THIN DISK

In order to estimate the inner radius of the thin disk $R_{\text{in}}$, we perform the same coordinate transformation described in Appendix B and obtain the spacetime density distribution $\rho = \rho(R, z; t)$. At each value of $R$, we fit a Gaussian function in order to characterize the vertical density distribution. The Gaussian width corresponds to the accretion flow scale height, $H' = \sigma$—not to be confused with the coronal thickness $H_c$. At each simulation time step, this gives us $H'/R$ as a function of $R$ (Figure C1).

When the flow collapses into a thin disk, the density increases by a factor of $10 - 100$ times the RIAF equatorial density. The Gaussian width in this case corresponds to the vertical density distribution of the thin disk instead of the RIAF. We define the thin accretion disk as the cold and dense gas with $H'/R < 0.015$. This is consistent with the range $10^{-3} \leq H/R \leq 0.01$ expected in accretion disk theory $10^{-3} - 0.01$ (Piran et al. 2015, Frank et al. 2002). The thin disks in our simulations settle to vertical equilibrium with $H'/R > 4 \times 10^{-3}$. Our results are not very sensitive to the particular value of the threshold thickness as long as it is not much larger than 0.01.

We notice in Figure C1 that the transition between the hot accretion flow ($H'/R \approx 0.15$) and the cold thin disk ($H'/R \approx 0.01$) is not sharp. We define $R_{\text{in}}$ as the value of $R$ at which the condition $H'/R < 0.015$ is attained based on the moving average computed using 80 points starting from smaller $R$. This definition ensures that the inner radius is located where the oscillations in the value of $H'/R$ reaches a minimum (cf. dashed line in Figure C1).

Figure C2 shows a scatter plot of $R_{\text{in}}$ versus $n$ for the four models where a thin disk emerged. This figure illustrates the variability of the inner radius. For a given model, the final inner radius is computed as the median of $R_{\text{in}}$ using the time range indicated in Table 1. The uncertainty that we quote in our $R_{\text{in}}$ estimates correspond to the standard deviation.
Figure C2. Distribution of inner radii for the simulations where a thin disk emerged, as a function of the mass accretion rate in Eddington units. Each point corresponds to the value of $R_{in}$ computed using the procedure outlined in Appendix C for a given timestep.