Pre-main-sequence isochrones – II. Revising star and planet formation time-scales
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ABSTRACT
We have derived ages for 13 young (<30 Myr) star-forming regions and find that they are up to a factor of 2 older than the ages typically adopted in the literature. This result has wide-ranging implications, including that circumstellar discs survive longer (≃10–12 Myr) and that the average Class I lifetime is greater (≃1 Myr) than currently believed. For each star-forming region, we derived two ages from colour–magnitude diagrams. First, we fitted models of the evolution between the zero-age main sequence and terminal-age main sequence to derive a homogeneous set of main-sequence ages, distances and reddenings with statistically meaningful uncertainties. Our second age for each star-forming region was derived by fitting pre-main-sequence stars to new semi-empirical model isochrones. For the first time (for a set of clusters younger than 50 Myr), we find broad agreement between these two ages, and since these are derived from two distinct mass regimes that rely on different aspects of stellar physics, it gives us confidence in the new age scale. This agreement is largely due to our adoption of empirical colour–$T_{\text{eff}}$ relations and bolometric corrections for pre-main-sequence stars cooler than 4000 K. The revised ages for the star-forming regions in our sample are: ∼2 Myr for NGC 6611 (Eagle Nebula; M 16), IC 5146 (Cocoon Nebula), NGC 6530 (Lagoon Nebula; M 8) and NGC 2244 (Rosette Nebula); ∼6 Myr for σ Ori, Cep OB3b and IC 348; ∼10 Myr for λ Ori (Collinder 69); ∼11 Myr for NGC 2169; ∼12 Myr for NGC 2362; ∼13 Myr for NGC 7160; ∼14 Myr for χ Per (NGC 884); and ∼20 Myr for NGC 1960 (M 36).
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1 INTRODUCTION
Robust and precise ages for young stars are a requirement for the advancement of our understanding of star and planet formation and evolution. These ages provide time-scales with which to constrain the physical processes driving, for example, disc dissipation and planet formation (e.g. core accretion versus gravitational collapse; Pollack 1984; Boss 1997). Pre-main-sequence (pre-MS) ages are based on the gravitational contraction of young stellar objects (YSOs), which become increasingly faint as they contract towards the main sequence (MS). It has been well documented that pre-MS ages are imprecise and contradictory being heavily model (and even colour) dependent (e.g. Naylor et al. 2002; Hartmann 2003) with the derived ages differing by factors of up to 2–3 (e.g. White et al. 1999; Dahm 2005; Hillenbrand, Bauermeister & White 2008).

Having highlighted the problems with the pre-MS evolutionary models, we have attempted, through a series of papers, to provide consistent pre-MS ages. In Mayne et al. (2007), pre-MS stars in a series of young star-forming regions (SFRs) were used to create a set of empirical isochrones. When plotted in absolute magnitude–intrinsic colour space, these isochrones placed the clusters on a relative age ladder independent of theoretical assumptions (fiducial ages were assigned to a subset of these SFRs). The main problem with this work is that it suffered from a lack of self-consistent distance measurements, instead relying on heterogeneously derived literature estimates. To rectify this, Mayne & Naylor (2008) used new MS model isochrones to fit the young MS population of many of the clusters studied in Mayne et al. (2007) and derived self-consistent distances and extinctions. These revised distances led to a subtle...
modification of the Mayne et al. (2007) pre-MS age scale. Although self-consistent, the Mayne et al. (2007) and Mayne & Naylor (2008) pre-MS age scales only provided relative ages. Whilst the low-mass stars in a young SFR are still on the pre-MS, the most massive objects have reached the MS, so in an effort to create an absolute age scale, Naylor (2009) used MS stars between the zero-age main sequence (ZAMS) and terminal-age main sequence (TAMS), in conjunction with the $\chi^2$ fitting statistic, to derive absolute ages. These MS ages were found to be 1.5–2 times older than the pre-MS ages based on the Mayne et al. (2007) and Mayne & Naylor (2008) pre-MS age scales.

In contrast to the high level of model dependence in pre-MS evolutionary models, MS models have been shown to provide high levels of consistency (in both age and distance) between models from different groups (e.g. Mayne & Naylor 2008; Naylor 2009). It would seem, therefore, obvious to use MS ages, but these are impractical compared with the pre-MS ages for two reasons. First, that the rate of change of the slope of the isochrone for a given age increment is subtle [i.e. $\Delta (B - V)/\sigma (B - V)$ is small, despite the precision in $B - V$]. Secondly, in young SFRs only the most massive stars have evolved sufficiently to lie on the MS and therefore such ages are subject to large uncertainties caused by small number statistics. In terms of statistical and systematic uncertainties, pre-MS ages have small statistical but large systematic uncertainties, whereas for the MS ages the opposite is true. The approach we take in this paper, therefore, is to use the more precise pre-MS ages, but only after we have demonstrated why they differ from the MS ages and brought them into broad agreement with the MS ages. Whilst previous studies have found either tentative evidence for agreement between the age scales for older stellar populations (>50 Myr; e.g. Lyra et al. 2006) or increasing disparity at younger ages (<20 Myr; e.g. Piskunov et al. 2004; Naylor 2009), the recent study by Pecaut, Mamajek & Bubar (2012) has demonstrated consistent pre-MS and MS ages for the Upper Sco subgroup of Scorpius–Centaurus based on a detailed analysis of B-, A-, F- and G-stars in the Hertzsprung–Russell (H-R) diagram.

To test whether further agreement between MS and pre-MS ages can be found for young (<30 Myr) pre-MS clusters, we must address the main sources of uncertainty when attempting to fit pre-MS stellar populations with model isochrones. The primary issues affecting pre-MS isochrone fitting in colour–magnitude diagrams (CMDs) are: (i) photometric calibration of the data for what are very red stars, (ii) transformation of the model isochrones from the theoretical H-R to the CMD plane, (iii) incorporating the colour and gravity dependence of the interstellar extinction, and (iv) the colour excesses in photometric data arising from the combined effects of stellar activity and circumstellar disc material.

The first two of these issues were explicitly addressed in Bell et al. (2012, hereafter referred to as Paper I). We demonstrated that the use of MS standards to transform photometric observations of young, very red pre-MS objects to a standard photometric system can introduce significant errors in the position of the pre-MS locus in CMD space. This is due to differences in the spectrum of an MS and pre-MS star of the same colour and can introduce an error of up to a factor of 2 in age for young (<10 Myr) clusters (Paper I). Hence, instead of the normal practice of transforming both photometric observations and theoretical models into a standard photometric system, it is crucial for precise photometric studies of pre-MS objects to leave the observations in their natural photometric system. Furthermore, Paper I tested several sets of pre-MS isochrones against a series of well-calibrated CMDs of the Pleiades over a contiguous wavelength range of 0.4–2.5 $\mu$m and we showed that in optical colours no pre-MS model followed the observed Pleiades sequence at $T_{\text{eff}} \lesssim 4000$ K. This discrepancy was quantified in individual photometric bandpasses and showed that the model isochrones overestimated the flux by a factor of 2 at 0.5 $\mu$m, with this difference decreasing as a function of increasing wavelength, becoming negligible at 2.2 $\mu$m. This can also introduce an error up to a factor of 2 in age for clusters younger than 10 Myr (Paper I).

The third issue to consider is the colour dependence of the interstellar reddening. Reddening estimates for a given cluster can be derived from fitting the higher mass stars with a model isochrone in the $U - B$, $B - V$ colour–colour diagram assuming a given reddening vector (that often neglects the colour and gravity dependence). This measured value is then applied to stars of all masses assuming a similar non-dependence on colour and gravity. This can inaccurately modify the shape of the pre-MS locus, especially if the target stars are highly reddened. Thus, to derive the reddening from high-mass stars in a $U - B$, $B - V$ colour–colour diagram requires a more sophisticated approach with reddening vectors that incorporate the colour and gravity dependence. To then apply this measured value to lower mass stars, the only self-consistent and homogeneous method (assuming that the spectra of each star are unavailable) is to create reddening and extinction grids based on atmospheric models, the appropriate system responses and a reliable representation of the interstellar extinction law. Neglecting these colour-dependent terms can introduce an error of $\approx 0.1$ mag in the derived true distance modulus (Mayne & Naylor 2008), thereby translating into an error of $\approx 20–30$ per cent in the derived pre-MS age. If the extinction towards a given cluster is spatially variable, then this makes the process of deriving ages and distances more complicated. In some regions this may be due to patchy foreground extinction, but for many young SFRs ($\lesssim 10$ Myr) remnant gas and dust from the star formation process make this issue more problematic still.

The final issue is which photometric bandpasses to adopt for constructing CMDs that minimize the colour excesses arising from processes including chromospheric activity, accretion and circumstellar disc material. Accretion predominantly affects the flux shortwards of the $B$ band (Gullbring et al. 1998), whereas circumstellar disc material becomes significant for the near-infrared (near-IR) HJK bandpasses (Lada & Adams 1992). Lastly, Stauffer et al. (2003) showed that chromospheric activity in low-mass stars can result in an increased scatter in the $B - V$ and $U - B$ colours, whereas the $V - I$ colour remains unaffected. Hence, as a good compromise, we adopt the optical $g$ and $i$ bandpasses for this study, and investigate the pre-MS populations of our sample of SFRs using the $g$, $g - i$ CMD.

In this study we address, and account for, each of these issues to create a revised age scale for a sample of well-studied SFRs, and in doing so, largely remove the discrepancy between MS and pre-MS ages. In Section 2, we describe the data collection, reduction and photometric calibration, as well as the various youth diagnostics used to identify pre-MS objects. The stellar interior models, atmospheric models and the effects of reddening and extinction are discussed in Section 3, with the newly derived colour- and gravity-dependent reddening vectors explained. Section 4 describes the maximum-likelihood fitting technique, the model CMD, and the fitting of MS photometric data to derive reddenings, distances and ages. The creation of the semi-empirical pre-MS isochrones and the reddening and extinction grids is explained in Section 5. Section 6 describes the fitting of the pre-MS photometric data, with the literature sources used to identify pre-MS stars for our sample of SFRs given in Appendix A and a revised version of the
maximum-likelihood fitting technique designed to deal with possible non-member contamination in the CMD discussed in Appendix B. The results from the MS and pre-MS data are brought together in Section 7 and the implications of these are discussed in Section 8. Finally, our conclusions are given in Section 9. For readers interested in the final age, distance and reddening for each SFR, these results are shown in Table 8 in Section 7.1.

2 THE DATA

The observations presented were obtained using the 2.5 m Isaac Newton Telescope (INT) on La Palma at the same time as our Pleiades observations described in Paper I. We refer the reader to Paper I for details of our observational techniques, photometric calibration and data reduction. As in Paper I, the astrometric calibration was provided using objects in the Two-Micron All-Sky Survey (2MASS; Cutri et al. 2003), with an rms of approximately 0.2 arcsec for the fit of pixel positions as a function of RA and Dec.

It is important for what follows that our final catalogues are in the natural photometric system of the Wide-Field Camera (WFC) on the INT (hereafter INT-WFC) calibrated to the absolute AB photometric system (Oke & Gunn 1983). In Paper I, we adopted a clipping radius of two times the full-width at half-maximum (FWHM) of the seeing; however, in these more crowded fields this was reduced to 0.8 × FWHM (for a full discussion, see King et al., in preparation). Table 1 shows the central coordinates for each field of view and limiting magnitude in the INT-WFC (Ugriz)WFC bandpasses for our sample of SFRs.

For the field of view centred on IC 348, in all but the central CCD there were too few stars to create the profile correction necessary to correct the optical photometry. Hence, for stars in these regions aperture photometry was performed with the radius of the aperture matching that used in the case of the profile correction (15 pixels). The resultant fluxes were then processed in an identical manner to that in the standard reduction. The only difference is that the non-stellar flag ‘N’ (see Burningham et al. 2003) is now based on the ratio of the flux measured through an aperture of 7 pixels. To create the final optical photometric catalogue, all stars flagged ‘H’ (poor profile correction) in the optimally extracted catalogue were replaced with measurements based on the aperture photometric reduction.

For Cep OB3b, χ Per, IC 5146 and λ Ori A, observations were taken on two separate nights for which there is a photometric solution. The two sets of observations were reduced separately and a normalization procedure performed on the two optical photometric catalogues, so that the zero-point is the average of the two nights. As discussed in Naylor et al. (2002), the calculated zero-point shift is a good indicator of the internal consistency of the photometry, as well as the accuracy with which the profile corrections were performed. For regions where the normalization procedure was used, an accuracy of 2–3 per cent was found across all colours.

For the identification of pre-MS members, we have used literature sources that use specific youth indicators to discriminate between them and older field stars. Appendix A discusses the adopted literature sources for each SFR, a summary of which is presented in Table 2. For each SFR, we have typically used a range of membership criteria (e.g. X-ray, spectroscopic features, periodic variability and IR excess) and these will each have an associated inherent bias.

To derive consistent pre-MS ages from CMDs of such populations, it is vital that these biases be understood, and if possible minimized. In brief, IR excesses predominantly identify objects with circumstellar discs, X-rays are more likely to select stars that are not actively accreting, Hα is biased towards stars that are actively accreting and periodic variability preferentially selects weak-lined T-Tauri stars [WTTS; although classical T-Tauri stars (CTTS) can be identified if the temporal density of observations is sufficiently high; e.g. Littlefair et al. 2005]. Members that have been selected via non-spectroscopic methods are more likely to suffer from foreground and background contamination. Spectroscopic indicators are probably the only unbiased diagnostic; however, herein lies a subtle bias which can be introduced through a pre-selection of candidate targets. Full spectroscopic coverage of all stars in a given field of view is unfeasible and so a subset of stars is chosen, generally

<table>
<thead>
<tr>
<th>SFR</th>
<th>RA (J2000.0)</th>
<th>Dec. (J2000.0)</th>
<th>Limiting magnitude in (Ugriz)WFC bandpasses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cep OB3b</td>
<td>22°55'43.9&quot;</td>
<td>+62°40'13.9&quot;</td>
<td>21.4, 23.4, 23.5, 23.2, 22.3</td>
</tr>
<tr>
<td>χ Per</td>
<td>02°22'48.7&quot;</td>
<td>+57°07'30.0&quot;</td>
<td>21.4, 22.9, 22.9, 22.7, 21.9</td>
</tr>
<tr>
<td>IC 348</td>
<td>03°44'30.0&quot;</td>
<td>+31°59'59.9&quot;</td>
<td>–, 22.0, 22.0, 21.1, 21.4</td>
</tr>
<tr>
<td>IC 5146</td>
<td>21°53'24.0&quot;</td>
<td>+47°15'36.0&quot;</td>
<td>21.4, 22.8, 22.9, 22.5, 21.6</td>
</tr>
<tr>
<td>λ Ori A</td>
<td>05°36'25.0&quot;</td>
<td>+09°38'25.8&quot;</td>
<td>20.5, 22.6, 22.6, 22.6, 21.7</td>
</tr>
<tr>
<td>λ Ori B</td>
<td>05°34'58.5&quot;</td>
<td>+09°38'25.8&quot;</td>
<td>20.6, 22.6, 22.5, 22.4, 21.6</td>
</tr>
<tr>
<td>λ Ori C</td>
<td>05°36'25.0&quot;</td>
<td>+10°02'25.6&quot;</td>
<td>20.6, 22.8, 22.6, 22.6, 21.7</td>
</tr>
<tr>
<td>λ Ori D</td>
<td>05°34'48.6&quot;</td>
<td>+10°02'25.6&quot;</td>
<td>20.8, 22.9, 22.6, 22.9, 21.9</td>
</tr>
<tr>
<td>NGC 1960</td>
<td>05°36'18.0&quot;</td>
<td>+34°08'24.1&quot;</td>
<td>19.0, 22.8, 22.8, 22.6, 21.8</td>
</tr>
<tr>
<td>NGC 2169</td>
<td>06°08'24.0&quot;</td>
<td>+13°57'54.0&quot;</td>
<td>21.7, 22.9, 22.8, 22.5, 21.8</td>
</tr>
<tr>
<td>NGC 2244</td>
<td>06°31'55.5&quot;</td>
<td>+04°56'34.3&quot;</td>
<td>21.4, 22.8, 22.7, 22.4, 21.5</td>
</tr>
<tr>
<td>NGC 2362</td>
<td>07°18'36.5&quot;</td>
<td>–24°57'00.0&quot;</td>
<td>21.2, 22.7, 22.5, 22.1, 21.2</td>
</tr>
<tr>
<td>NGC 6530</td>
<td>18°04'05.0&quot;</td>
<td>–24°22'00.0&quot;</td>
<td>20.3, 21.5, 21.5, 21.5, 20.8</td>
</tr>
<tr>
<td>NGC 6611</td>
<td>18°18'48.0&quot;</td>
<td>–13°47'00.0&quot;</td>
<td>20.5, 23.0, 22.4, 21.9, 21.0</td>
</tr>
<tr>
<td>NGC 7160</td>
<td>21°53'40.0&quot;</td>
<td>+62°36'12.0&quot;</td>
<td>19.0, 22.2, 22.3, 22.6, 22.0</td>
</tr>
<tr>
<td>σ Ori A</td>
<td>05°40'14.2&quot;</td>
<td>–02°20'18.0&quot;</td>
<td>19.5, 22.8, 22.8, 22.6, 21.5</td>
</tr>
<tr>
<td>σ Ori B</td>
<td>05°40'13.1&quot;</td>
<td>–02°51'47.7&quot;</td>
<td>–, 23.0, 22.8, 22.8, 21.6</td>
</tr>
<tr>
<td>σ Ori C</td>
<td>05°38'07.7&quot;</td>
<td>–02°20'18.0&quot;</td>
<td>18.3, 22.8, 22.8, 22.5, 21.6</td>
</tr>
<tr>
<td>σ Ori D</td>
<td>05°38'07.7&quot;</td>
<td>–02°51'50.9&quot;</td>
<td>–, 22.9, 22.7, 22.6, 21.4</td>
</tr>
</tbody>
</table>

No usable data.
Table 2. The photometric catalogues presented in this study. The members catalogues use the data where stars variable from night to night have been replaced by the values from one night as described in Paper I. Sources used in the identification of pre-MS members are as follows (see also Appendix A). (1) Naylor & Fabian (1999); (2) Getman et al. (2006); (3) Pozzo et al. (2003); (4) Ogura, Sugitani & Pickles (2002); (5) Littlefair et al. (2010); (6) Herbig (1998); (7) Luhrman et al. (2003); (8) Luhrman et al. (2005a); (9) Luhrman, McLeod & Goldenson (2005b); (10) Preibisch & Zinnecker (2002); (11) Second ROSAT PSPC catalogue; (12) Cohen, Herbst & Williams (2004); (13) Littlefair et al. (2005); (14) Herbig & Dahm (2002); (15) Harvey et al. (2008); (16) Dolan & Mathieu (2001); (17) Barrado y Navascués et al. (2004); (18) Sacco et al. (2008); (19) Barrado y Navascués et al. (2007); (20) Barrado et al. (2011); (21) Jeffries et al. (2013); (22) Jeffries et al. (2007); (23) Wang et al. (2008); (24) Balog et al. (2007); (25) Dahm (2005); (26) Dahm & Hillenbrand (2007); (27) Damiani et al. (2006b); (28) Damiani et al. (2004); (29) Prisinzano et al. (2007); (30) Henderson & Stassun (2012); (31) Guarecido et al. (2007); (32) Guarcello et al. (2009); (33) Sicilia-Aguilar et al. (2004, 2005); (34) Sicilia-Aguilar et al. (2006); (35) Kenyon et al. (2005); (36) Burningham et al. (2005); (37) Sacco et al. (2008); (38) Sanz-Forcada, Franciosini & Pallavicini (2004); (39) Cody & Hillenbrand (2010).

<table>
<thead>
<tr>
<th>SFR</th>
<th>Table number</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cep OB3b</td>
<td>9</td>
<td>Full catalogue</td>
<td>1+2 (X-ray); 3 (spectroscopic); 4 (Hα); 5 (periodic variable)</td>
</tr>
<tr>
<td>x Per</td>
<td>11</td>
<td>Full catalogue</td>
<td>6 (Hα); 7+8+9 (spectroscopic); 10+11 (X-ray); 12+13 (periodic variable)</td>
</tr>
<tr>
<td>IC 348</td>
<td>13</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>IC 5146</td>
<td>15</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>λ Ori</td>
<td>17</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>NGC 1960</td>
<td>19</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>NGC 2169</td>
<td>21</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>NGC 2244</td>
<td>23</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>NGC 2362</td>
<td>25</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>NGC 6530</td>
<td>27</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>NGC 6611</td>
<td>29</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>NGC 7160</td>
<td>31</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
<tr>
<td>σ Ori</td>
<td>33</td>
<td>Full catalogue</td>
<td>Members</td>
</tr>
</tbody>
</table>

2.1 MS literature data

As the WFC saturates at magnitudes $g_{\text{WFC}} \lesssim 10$ mag, we were required to include literature data so that we could derive ages, distances and reddenings from the MS populations. To determine statistically meaningful parameters from these objects, we require a significant mass range to (i) display measurable evolution between the ZAMS and TAMS and (ii) derive robust reddening and distance measurements which can then be applied to the low-mass regime when fitting the pre-MS data. $UBV$ photometry provides us with the necessary information to derive all of these quantities. Reddenings can be calculated from fitting data in the $U - B$, $B - V$ colour–colour diagram and distances can be derived through the traditional MS fitting technique, utilizing stars that have yet to turn off the ZAMS and begin their evolution towards the TAMS. Additionally, the upper region of the $V$, $B - V$ CMD is age sensitive, tracing out the evolution between the ZAMS and TAMS. Table 4 details the literature sources for the MS photometry for our sample of SFRs.

To maintain consistency within our $UBV$ photometric data, we used, whenever possible, the $UBV$ photoelectric photometry of Johnson and collaborators. These pioneering works defined and characterized the $UBV$ photometric system, and provide us with the levels of calibration and consistency required. Note that robust
Table 3. A sample of the $\lambda$ Ori photometric catalogue with colours and magnitudes in the INT-WFC photometric system. Due to space restrictions, we only show the $g_{\text{WFC}}$ and $(g-i)_{\text{WFC}}$ colours and magnitudes as a representation of its content. The full photometric catalogue (available online) also presents photometry in the $(U-g)_{\text{WFC}}, (r-i)_{\text{WFC}}$ and $(i-Z)_{\text{WFC}}$ colours as well as the $U_{\text{WFC}}, r_{\text{WFC}}, i_{\text{WFC}}$ and $Z_{\text{WFC}}$ magnitudes. Columns list unique identifiers for each star in the catalogue: ID, RA and Dec. (J2000.0), CCD pixel coordinates of the star, and for each $g_{\text{WFC}}$ and $(g-i)_{\text{WFC}}$ there is a magnitude, uncertainty in the magnitude and a flag (O0 represents a ‘clean detection’; see the Cluster Collaboration home page for a full description of the flags).

<table>
<thead>
<tr>
<th>Field</th>
<th>ID</th>
<th>RA (J2000.0)</th>
<th>Dec. (J2000.0)</th>
<th>x</th>
<th>y</th>
<th>$g_{\text{WFC}}$</th>
<th>$\sigma_{\text{WFC}}$</th>
<th>Flag</th>
<th>$(g-i)_{\text{WFC}}$</th>
<th>$\sigma_{(g-i)_{\text{WFC}}}$</th>
<th>Flag</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.02</td>
<td>4</td>
<td>05 35 12.784</td>
<td>+09 36 47.51</td>
<td>973.790</td>
<td>1426.059</td>
<td>8.148</td>
<td>0.010</td>
<td>OS</td>
<td>0.309</td>
<td>0.014</td>
<td>SS</td>
</tr>
<tr>
<td>54.03</td>
<td>70</td>
<td>05 35 13.200</td>
<td>+10 14 24.79</td>
<td>991.198</td>
<td>929.162</td>
<td>8.221</td>
<td>0.010</td>
<td>OS</td>
<td>0.205</td>
<td>0.014</td>
<td>SS</td>
</tr>
</tbody>
</table>

Table 4. Literature sources for the $UBV$ photometric data.

<table>
<thead>
<tr>
<th>SFR</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cep OB3b</td>
<td>Blaauw, Hiltner &amp; Johnson (1959)</td>
</tr>
<tr>
<td>$\chi$ Per</td>
<td>Johnson &amp; Morgan (1955)</td>
</tr>
<tr>
<td>IC 348</td>
<td>Harris, Morgan &amp; Roman (1954)</td>
</tr>
<tr>
<td>IC 5146</td>
<td>Walker (1959)</td>
</tr>
<tr>
<td>$\lambda$ Ori</td>
<td>Murdin &amp; Penston (1977)</td>
</tr>
<tr>
<td>NGC 1960</td>
<td>Johnson &amp; Morgan (1953)</td>
</tr>
<tr>
<td>NGC 2169</td>
<td>Hoag et al. (1961)</td>
</tr>
<tr>
<td>NGC 2244</td>
<td>Johnson (1962)</td>
</tr>
<tr>
<td>NGC 2362</td>
<td>Johnson &amp; Morgan (1953)</td>
</tr>
<tr>
<td>NGC 6530</td>
<td>Walker (1957)</td>
</tr>
<tr>
<td>NGC 6611</td>
<td>Walker (1961)</td>
</tr>
<tr>
<td>NGC 7160</td>
<td>Hoag et al. (1961)</td>
</tr>
<tr>
<td>$\sigma$ Ori</td>
<td>Hardie, Heiser &amp; Tolbert (1964), Greenstein &amp; Wallerstein (1958), Guetter (1979)</td>
</tr>
</tbody>
</table>

3 THE MODELS

To derive parameters, such as age and distance, from fitting photometric data in CMDs, we require model isochrones, which must be calibrated to the same photometric system as that of the data. Model isochrones are generated using stellar interior models that predict the bolometric luminosity ($L_{\text{bol}}$), effective temperature ($T_{\text{eff}}$) and surface gravity (log $g$) for a given mass. These quantities are then transformed into colours and magnitudes to compare to measured values. Colours are calculated using a colour–$T_{\text{eff}}$ relation and magnitudes via bolometric corrections (BCs) to $L_{\text{bol}}$. Both relations can be derived by folding atmospheric models through the appropriate photometric filter responses, and we describe the details of doing so in Appendix B of Paper I. Here we describe our choice of interior and atmospheric models.

3.1 Pre-MS models

The pre-MS interior models used in this study are the same as those adopted in Paper I, namely those of Baraffe et al. (1998) with a solar-calibrated mixing-length parameter $\alpha = 1.9$, D’Antona & Mazzitelli (1997) and Dotter et al. (2008) models (hereafter BCAH98 $\alpha = 1.9$, DAM97 and DCJ08, respectively). Note that the interior models of Baraffe et al. (1998) with a general mixing-length parameter $\alpha = 1.0$ and Siess, Dufour & Forestini (2000) are not used in this analysis as both models systematically overestimate stellar luminosities for masses $\gtrsim 0.6 M_{\odot}$ and fail to match the observed Pleiades MS (see Paper I).

3.2 MS models

We adopted the Geneva interior models of Lejeune & Schaerer (2001), specifically the basic ‘c’ grid (Schaller et al. 1992). The rate of change of $L_{\text{bol}}$ and $T_{\text{eff}}$ with time changes discontinuously at the TAMS, and as the grid of interior models is much coarser than that required, intermediate-age models were created by temporally interpolating between existing calculations. For this, an interpolation routine provided by the Geneva group was used to create a grid with spacing $\text{Alog}(\text{age}) = 0.02$.

It should be noted that the Schaller et al. (1992) MS models do not consider the pre-MS evolutionary phase, but only that from the ZAMS onwards. The ages derived for our sample of SFRs are driven by the most massive stars, i.e. those that have evolved significantly from the ZAMS, which, as the SFR ages, decrease in mass. For our oldest SFR (NGC 1960), the age is based on stars with spectral types of B3–IV (see Johnson & Morgan 1953), which, from the evolutionary models of Siess et al. (2000), have masses of $\gtrsim 7 M_{\odot}$ and take <0.5 Myr to arrive on the ZAMS. Hence, although the Schaller et al. (1992) models do not include pre-MS evolution, the time-scales involved are significantly shorter than the uncertainties on the derived ages themselves and therefore can be safely neglected.

3.3 Atmospheric models

The atmospheric models used are the same as those in Paper I and consist of PHOENIX BT-Settl models (Allard, Homeier & Freytag 2011)\(^2\) for $400 \leq T_{\text{eff}} \leq 7800 K$ and the Kurucz ATLAS9/ODFNEW models (Castelli & Kurucz 2004)\(^3\) for $8000 \leq T_{\text{eff}} \leq 50000 K$. Despite differences in the underlying physical assumptions and adopted parameters, we found that at the transitional $T_{\text{eff}} = 8000 K$, all derived colours from both sets of models agreed to within 0.02 mag.

To transform the MS interior models into the Johnson $UBV$ photometric system, we derived BCs using equation B2 of Paper I and the standard $UBV$ responses of Bessell (1990b). To account for the fact that the $UBV$ photoelectric system is based on an energy integration method, equation B2 of Paper I was modified so that the factor of $\lambda$ in the integrands on the third term was removed, such that

$$BC_{R_i} = M_{\text{bol},\odot} - 2.5 \log \left( \frac{4\pi(10pc)^2 F_{\text{bol}}}{L_{\odot}} \right) + 2.5 \log \left( \frac{\int_\lambda F_{\lambda} 10^{-0.4 m_{R_i}} R_i d\lambda}{\int_\lambda f_{\lambda} R_i d\lambda} \right) - m_{R_i}^\odot, \quad (1)$$

\(^2\) http://phoenix.ens-lyon.fr/Grids/BT-Settl/
\(^3\) ftp://ftp.stsci.edu/ck04models
where \( F_{\text{bol}} = \sigma T^4 \) is the total flux emergent at the stellar surface and all other symbols retain their original definitions (see Paper I).

For the solar values, we used \( M_{\text{bol}, \odot} = 4.74 \) and \( L_{\odot} = 3.855 \times 10^{33} \text{ erg s}^{-1} \) (Bessell, Castelli & Plez 1998). To define \( f^J_x \) and \( m^J_x \), we required a Vega reference spectrum and for this we used the CALSPEC alpha_lyr_stis_005 spectrum with \( V = 0.03 \) and all colours equal to zero. We hereafter refer to the transformed MS isochrones as the Geneva-Bessell isochrones.

In the MS interior models, some of the most luminous stars have associated log \( g \) values that lie just below the range provided by the atmospheric models. In such cases, it was necessary to extrapolate the models by setting the colour equal to that of the nearest log \( g \). As the log \( g \) dependence is very small at such \( T_{\text{eff}} \), this extrapolation affects the model isochrone at the \(<0.01 \text{ mag level} \).

Note that the commonly referred colour–\( T_{\text{eff}} \) relation can also be represented simply in terms of BCs as it is the difference in the BCs at a specific \( T_{\text{eff}} \) that explicitly defines the colour of the star, i.e.

\[
B - V(T_{\text{eff}}) = BC_V(T_{\text{eff}}) - BC_B(T_{\text{eff}}),
\]

and so from now on the transformation from H-R to CMD space will be discussed in terms of the BC–\( T_{\text{eff}} \) relation.

### 3.4 Reddening vectors in the Bessell system

In broad-band photometry, the effective wavelength of a given bandpass moves depending on the incident stellar flux distribution, and hence the colour (and gravity) of the star (see Bessell et al. 1998). This variation results in a non-linear reddening vector in the \( U - B, B - V \) colour–colour diagram, which further depends, albeit to a lesser extent, on the intrinsic reddening of the observed source (Hiltner & Johnson 1956; Wildey 1963).

Whilst canonical linear reddening laws (such as the standard \( E(U - B) = 0.72 \times E(B - V) \); Johnson & Morgan 1953) can be used to de-redden stars photometrically, our derived age is heavily dependent upon the subtle evolution between the ZAMS and TAMS, and therefore, for the level of precision required in this study it is important to understand how stars of varying colour move as a function of reddening in the \( U - B, B - V \) colour–colour diagram. We can quantitatively model these reddening vectors by reddening the atmospheric models according to the parametrized extinction law of Cardelli et al. (1989) and that derived from the ATLAS9/ODFnew atmospheric models at an intrinsic colour of \( (B - V)_B = -0.15 \) using energy integration (red) and photon counting (blue) flux measurements as a function of nominal \( E(B - V) \).

As discussed in Bessell (1990b), the Johnson \( B - V \) colour is best reproduced through the use of the standard \( B \) and \( V \) band-passes; however, the \( U - B \) colour is best represented using the modified \( U \) and \( B \) responses (which account for increased atmospheric absorption; see Bessell 1990b). Therefore, for both the calculated colours and reddening vectors, we have used the \( U \) and \( B \) responses for the \( U - B \) colour. The reddening vectors are

\[
\frac{A_V}{E(B-V)} = 3.264 + [0.088 \times E(B-V)] + [0.018 \times (B-V)^2] + [0.450 \times (B-V)],
\]

and

\[
\frac{E(U-B)}{E(B-V)} = 0.687 + [0.061 \times E(B-V)] + [0.013 \times (B-V)^2] - [0.064 \times (B-V)],
\]

where the dependence on both the colour of the star and the intrinsic reddening of the source is explicitly incorporated. These reddening vectors are accurate to within 0.01 mag; however, this degrades to \( \pm 0.03 \text{ mag at the limiting } E(B-V) \sim 1.9 \).

The value of \( R_V \) is typically assumed to be a function of the line of sight towards a given object. Whereas in most cases it is appropriate to assume that \( R_V \sim 3.2 \), there is substantial evidence that this is not always the case and that for very young SFRs the reddening law may be significantly different. The effect of this on our results is discussed further in Section 4.2.3 for our sample of SFRs.

### 4 FITTING THE YOUNG MS

We used the \( \tau^2 \) fitting statistic\(^5\) of Naylor & Jeffries (2006) and Naylor (2009) to derive ages, distances and reddenings from the MS populations of our sample of SFRs. The \( \tau^2 \) fitting statistic can be viewed as a generalization of the \( \chi^2 \) statistic where both

\[\text{http://www.stsci.edu/hst/observatory/cdbs/calspec.html}\]
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in equation 1 of Naylor &

B$−V$ $\propto$ B$−V$ CMD.

4.1 The model CMD

We first created the probability distribution function to fit to the

14.4 M$_{\odot}$ and greater, we followed the formalism of Naylor &

Mayne (2010) and assumed an O-star binary fraction of 75 per cent.

Of these, 25 per cent are evenly distributed over 0.95 < q ≤ 1.0,

75 per cent are evenly distributed over 0.2 ≤ q ≤ 0.95 and a lower

restriction of q ≥ 0.2 is adopted. For masses below 14.4 M$_{\odot}$, we

adopted a binary fraction of 50 per cent and a uniform secondary

distribution ranging from zero to the mass of the primary.

The mass function adopted does not have a significant impact on

the best-fitting parameters (see Naylor 2009), and so for each star

a mass is drawn from a power-law distribution ($dN/dM \propto M^{-3.5}$)

which results in a roughly even distribution of stars as a function of

magnitude. If the star happens to be a binary, the companion mass

is assigned as described above. The interior model then assigns

$L_{bol}$, $T_{eff}$ and $log g$ which can be converted into CMD space using

the appropriate BC–T$_{eff}$ relation. Binary companions that lie below

the lower mass limit of the interior models are assumed to have a

flux equal to zero and thus provide no contribution to the overall

luminosity of the binary system.

4.2 Extinction fitting

Having established the importance of the reddening (see Sec-

3.4), we must first derive this, as changing this value will

subsequently modify the age and distance derived by fitting the V,

B $− V$ CMD. For this, we followed the two-step method as described

in Mayne & Naylor (2008).

4.2.1 Uniform reddening

For each SFR, a mean reddening was determined by fitting a U $− B$, $B$ $− V$ model isochrone (which included an intrinsic binary fraction)

using the reddening vector given in equation (3). We used $\tau^2$ to find

the best-fitting extinction. An example of such a fit is shown in

Fig. 2 for NGC 1960. Only stars defined as members by Johnson

& Morgan (1953) and those bluewards of $B$ $− V$ = 0.25 were used.

We further removed three additional stars (Boden 50, 86 and 110)

due to a combination of their positions in the U $− B$, $B$ $− V$

colour–colour diagram and high $\tau^2$ values (see Fig. 2). For the remaining

stars, the best-fitting ($B$ $− V$) was 0.20.

A second, less successful example of fitting the U $− B$, $B$ $− V$

colour–colour diagram assuming a uniform reddening is shown in

the left-hand panel of Fig. 3 for the $\lambda$ Ori association. Only stars

identified as members by Murdin & Penston (1977) have been used.

The best-fitting ($B$ $− V$) is 0.14, but as is clear from Fig. 3 the
data show an unacceptable scatter about the fitted sequence. This

conclusion is supported by the associated Pr($\tau^2$) which is $\approx$10$^{-5}$

(as compared to 0.2 for NGC 1960). Pr($\tau^2$) is exactly analogous to

Pr($\chi^2$), giving the probability that a data set resulting from observing

an SFR whose parameters were those of the best fit would yield a

value of $\tau^2$ which was greater than that actually obtained. In this

case, it is indicating that the model is an unacceptable fit to the data,

implying that the reddening is spatially variable across the $\lambda$ Ori

association.

Our adopted procedure, therefore, is to fit the U $− B$, $B$ $− V$
data for all the SFRs with a uniform extinction model. If Pr($\tau^2$) > 0.05, the best-fitting extinction is adopted. In all such cases, the

uncertainties in ($B$ $− V$) were less than $\pm$ 0.01 mag, and so are

negligible in our analysis. If the fit is poor [i.e. Pr($\tau^2$) < 0.05], we

de-redden the stars individually using the method described below

(see also the right-hand panel of Fig. 3).

Figure 2. The best-fitting U $− B$, $B$ $− V$ colour–colour diagram for

NGC 1960 with a measured uniform reddening of E(B $− V$) = 0.20. The
circles represent the data of Johnson & Morgan (1953), with the associ-
ated uncertainties shown as the bars. The asterisks represent stars that were

collapsed before deriving the best fit (see the text).
For age and distance fitting, the best-fitting values. The contour CMD and their dereddening trajectory are plotted as the dashed lines. The solid line is a 1 Myr Geneva–Bessell model isochrone.

4.2.2 Variable reddening

To determine individual stellar reddenings, we have used a revised Q-method. The Q-method is used to photometrically de-redden stars individually using the $U - B$, $B - V$ colour–colour diagram. Whilst we carry out this process numerically, Johnson & Morgan (1953) parametrized the intersection of a linear MS and linear reddening vectors to create an extinction independent colour, $Q$. As noted in Mayne & Naylor (2008), this can result in errors in the extinction $A_V$ of up to 0.1 mag due to assuming a linear MS with an additional error of 0.08 mag through the use of colour-independent reddening vectors. We therefore fitted a straight line to the Geneva–Bessell model isochrone and incorporated the colour- and extinction-dependent reddening vector shown in equation (3) to give

$$Q = [0.064 \times (B - V)^2]$$

$$- (B - V) \times [0.013 \times E(B - V)^2]$$

$$+ [0.061 \times E(B - V)] - 3.451 - 0.006.$$  

(4)

By replacing the original Q-method MS straight line with a line fitted to a section of the Geneva–Bessell model isochrone, it is necessary to assume a given age. Unlike the evolution of the MS in the $U - B$, $B - V$ colour–colour diagram moves very little with age (see Mayne & Naylor 2008). As a given sequence ages, stars of increasingly lower mass evolve away from the MS. Hence, when using the revised Q-method to de-redden stars individually, it is important to ensure that any post-MS objects are not included as these will be incorrectly de-redden and therefore occupy the wrong position in both the $(U - B)\_\alpha$, $(B - V)\_\alpha$, colour–colour and $V\_\alpha$, $(B - V)\_\alpha$, CMD.

Where possible, it is better to fit for a mean reddening using the $r^2$ technique. The revised Q-method implicitly assumes that all stars are either single stars or equal-mass binaries and is thus unable to account for the scatter in CMD space as a result of binarity and photometric uncertainties. The effects of binarity are non-negligible. Although in colour–colour space the single-star and equal-mass binary sequences are co-incident, not knowing whether the star should lie on that sequence or somewhere in the unequal-mass binary region (see the unequal-mass binary distribution in Fig. 3) can affect the derived extinction on the order of 0.15 mag level (Mayne & Naylor 2008). This effect becomes more marked as one moves towards lower masses (redder colours) along the MS model isochrone.

4.2.3 Anomalous line-of-sight extinction

There have been numerous suggestions in the literature that the reddening law towards very young SFRs may differ from that characteristic of the normal ISM. Such anomalous reddenings may be caused by photoevaporation of small dust grains by nearby massive stars or grain growth in circumstellar environments (Cardelli & Clayton 1988; van den Ancker et al. 1997), resulting in large values for the total-to-selective extinction ratio $R_V$. It has been shown explicitly that there is an anomalous reddening law towards NGC 6611 (e.g. Hiltner & Morgan 1969; Hillenbrand et al. 1993). Polarimetric observations by Orsatti, Vega & Marraco (2000, 2006) have shown that the size of silicate and graphite dust grains in NGC 6611 might be larger than those in the typical ISM. Values of $R_V$ range from 3.5 to 4.8, with a typical value of $\pm 3.75$ (Hillenbrand et al. 1993).

We have therefore recalculated the reddening vectors (equations 2 and 3) adopting the typical value of $R_V = 3.75$, and derived the MS age, distance and reddening for NGC 6611 under this assumption (see Table 5). Note, however, that due to possible variations in $R_V$ in NGC 6611, the distance derived in Section 4.3 based on MS fitting may (in the most extreme cases) be up to 0.18 mag larger or 0.75 mag smaller. The effects of this uncertainty in the derived distance are further discussed in Section 7.2.

4.3 Age and distance fitting

With a calculated mean reddening for a given SFR, the next step is to redden the model isochrones so that they can be used to fit the data in the $(V, B - V)$ plane for distance and age. We used the calculated reddening vector shown in equation (2) to create model isochrones at the appropriate reddening. For SFRs that showed variable reddening, and were hence de-reddened using the revised Q-method, the model isochrones were left in intrinsic $(V, B - V)$ space.

An example of fitting the $(V, B - V)$ CMD for age and distance simultaneously is shown in Fig. 4 for NGC 1960. After fitting for $E(B - V)$, we removed three stars (Boden 13, 47 and 48) based on a combination of their positions in the $V, B - V$ CMD and their associated $r^2$ values (see Fig. 4). We fitted the remaining stars and calculated an age of $26^{+7}_{-4}$ Myr and a distance modulus $\mu_{V} = 9.33^{+0.02}_{-0.05}$ with $Pr(r^2) = 0.67$. Fig. 5 shows the corresponding $r^2$ age–distance grid for NGC 1960. The large cross defines the lowest $r^2$ within the grid and therefore the best-fitting values. The contour is at the 68 per cent level and defines the uncertainties in the derived age and distance. The best-fitting $V, B - V$ CMDs for the remainder of our sample of SFRs are shown in Fig. 6.

The MS populations of both IC 348 and IC 5146 lack a sufficient number of evolved stars to constrain an MS age. Individual stars were de-reddened using a combination of the revised Q-method and spectral types to determine the best-fitting solution. A photometric parallax distance for both SFRs was calculated in an identical manner to the fitting routine used for the other SFRs in our sample.

The ages, distances and reddenings for all SFRs derived using the Geneva–Bessell model isochrones are shown in Table 5. For
Table 5. Derived ages, distances and reddenings from the MS populations of the SFRs. The uncertainties in the age and distance were calculated using the \( \tau^2 \) fitting statistic and represent the 68 per cent confidence level.

<table>
<thead>
<tr>
<th>SFR</th>
<th>MS age (Myr)</th>
<th>Distance modulus</th>
<th>Pr(( \tau^2 ))</th>
<th>( E(B − V) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 6611 (^a), (^b)</td>
<td>4.6</td>
<td>3.9–6.0</td>
<td>11.38</td>
<td>11.08–11.44</td>
</tr>
<tr>
<td>Cep OB3b (^a)</td>
<td>6.0</td>
<td>3.8–6.6</td>
<td>8.78</td>
<td>8.70–8.84</td>
</tr>
<tr>
<td>NGC 6530 (^a)</td>
<td>6.3</td>
<td>5.7–7.0</td>
<td>10.64</td>
<td>10.59–10.68</td>
</tr>
<tr>
<td>NGC 2244 (^a)</td>
<td>6.6</td>
<td>5.8–7.4</td>
<td>10.70</td>
<td>10.67–10.75</td>
</tr>
<tr>
<td>( ς ) Ori (^a)</td>
<td>8.7</td>
<td>4.7–13.4</td>
<td>8.05</td>
<td>7.99–8.11</td>
</tr>
<tr>
<td>( β ) Ori (^a)</td>
<td>10.0</td>
<td>8.9–11.0</td>
<td>8.02</td>
<td>7.99–8.06</td>
</tr>
<tr>
<td>NGC 2169</td>
<td>12.6</td>
<td>10.5–17.6</td>
<td>9.99</td>
<td>9.90–10.06</td>
</tr>
<tr>
<td>NGC 2362</td>
<td>12.6</td>
<td>7.9–15.3</td>
<td>10.60</td>
<td>10.57–10.66</td>
</tr>
<tr>
<td>NGC 7160 (^a)</td>
<td>12.6</td>
<td>10.5–13.9</td>
<td>9.67</td>
<td>9.62–9.76</td>
</tr>
<tr>
<td>( χ ) Per (^a)</td>
<td>14.5</td>
<td>12.8–16.7</td>
<td>11.80</td>
<td>11.77–11.86</td>
</tr>
<tr>
<td>NGC 1960</td>
<td>26.3</td>
<td>21.1–29.5</td>
<td>10.33</td>
<td>10.28–10.35</td>
</tr>
<tr>
<td>IC 348 (^a), (^c)</td>
<td>–</td>
<td>–</td>
<td>6.98</td>
<td>6.89–7.17</td>
</tr>
<tr>
<td>IC 5146 (^a), (^c)</td>
<td>–</td>
<td>–</td>
<td>9.81</td>
<td>9.62–10.01</td>
</tr>
</tbody>
</table>

\(^a\) Individual reddenings derived using the revised \( Q \)-method with the median \( E(B − V) \) value quoted and the full range in \( E(B − V) \) shown in parentheses.

\(^b\) Parameters derived assuming the total-to-selective extinction ratio \( R_V = 3.75 \) (see Section 4.2.3).

\(^c\) Unable to calculate MS age due to the insufficient number of evolved stars.

Figure 4. The best-fitting \( V, B − V \) CMD for NGC 1960 with a derived age of 26.3 Myr and distance modulus \( dm = 10.33 \). The circles represent the data of Johnson & Morgan (1953), with the associated uncertainties shown as the bars. The asterisks represent stars that were clipped before deriving the best fit (see the text).

SFRs where the reddening appears to be uniform, we show only the mean \( E(B − V) \), whereas for SFRs with variable reddening we note the median \( E(B − V) \) and the full range in \( E(B − V) \) for all MS members in parentheses.

Figure 5. The colour scale \( \tau^2 \) age–distance grid for NGC 1960. The large cross denotes the lowest \( \tau^2 \) within the grid and hence the derived best-fitting values for the age and distance. The contour is at the 68 per cent level and defines the uncertainties in the derived age and distance.

4.4 Discussion

In this section, a self-consistent set of MS ages, distances and reddenings have been derived for a sample of young (<30 Myr) SFRs to, in most cases, a higher level of precision than that existing in the literature, with statistically meaningful uncertainties in the derived ages and distances. It is instructive to place these new derivations in context by comparing them with previous determinations for these regions. Seven of the SFRs studied here have also been investigated by Naylor (2009). Comparing these results, the most obvious
conclusions that can be drawn are: (i) the best-fitting MS ages presented in this study are, in all but one case, older than those in Naylor, (ii) the distances derived here are consistent with those of Naylor and (iii) the associated Pr(τ²) values in this study are, in general, higher than those of Naylor, indicating that the models adopted in this study represent a better fit to the photometric data.

The older ages derived in this study are primarily due to adopting different atmospheric models from those of Naylor (2009), and to a lesser extent, due to the use of colour- and extinction-dependent reddening vectors. The difference is most significant in the U band which affects the position of de-reddened stars and therefore the age required to best fit the photometric data. Given that both the interior models and the photometric data sets used in this study and that of Naylor are the same, the fact that the associated Pr(τ²) values for the MS distance–age fits are higher in this study suggests that the revised model atmospheres provide a better fit to the data and consequently that the use of the updated atmospheric models is correct. Furthermore, it suggests that the conversion from H-R to CMD space derived in Section 3.3 represents an improved description of the Johnson UBV photometric system compared to that of Bessell et al. (1998). Finally, it implies that the MS parameters derived in Section 4.3 are more robust than those of Naylor (2009).

5 SEMI-EMPIRICAL PRE-MS ISOCHRONES

As discussed in Section 3, BC–T eff relations can be derived by folding the flux distribution from model atmospheres through the filter responses for the appropriate photometric system. However, it is well known that such a procedure overestimates the optical flux for stars cooler than 4000 K, a result we quantified in Paper I. This is thought to be because the model atmospheres have an incomplete description of the opacity in the optical. Given that the differences between the theoretical and empirical BCs can be as much as ≃0.28 mag, corresponding to a factor of 2 difference in age, it is clear that we must use empirical BCs for T eff lower than 4000 K.
The usual source for empirical BCs has been observations of MS stars (e.g. Johnson 1966; Schmidt–Kaler 1982; Bessell 1990a; Flower 1996). The problem with such an approach for pre-MS fitting is that empirical BCs do not have any allowance for the difference in log g between MS and pre-MS stars. According to the BCAH98 $\alpha = 1.9$ models, the log g of a 0.6 $M_\odot$ star increases by almost 1 dex between 3 Myr and reaching the ZAMS. This makes a difference of the order of 0.05 mag to the BC in the g band predicted by the BT-Settl atmospheric models. Hence, the difference in log g is marginally significant (20 per cent in age), but equally importantly, if we fail to make some adjustment for log g, there will be a discontinuity in our model isochrones at the point that we switch from theoretical to empirical BCs, and the size of that discontinuity will be age dependent.

Rather than using MS stars with their mix of metallicities, we follow Stauffer et al. (1998) and Jeffries, Thurston & Hambly (2001) and use the Pleiades, whose metallicity is, to within the uncertainties, solar. We derive the empirical BC at each point along the Pleiades sequence of Paper I, and then use this as a correction to the theoretical BC derived for the appropriate $T_{\text{eff}}$ and log g for that point in the sequence. As shown in Paper I, the models fit the $K_s$-band flux well, and so we chose this to fix the $T_{\text{eff}}$ at each point in the sequence. The result is a set of $T_{\text{eff}}$-dependent corrections to the BCs. We then return to the theoretical BC grid in $T_{\text{eff}}$ and log g and add the appropriate correction for the $T_{\text{eff}}$ to each entry, irrespective of its log g. This yields a set of log g-dependent semi-empirical BCs. Note that as demonstrated in Paper I, we only apply corrections to the theoretical BC–$T_{\text{eff}}$ relation up to $T_{\text{eff}} = 4000$ K as at higher $T_{\text{eff}}$ the model isochrones match the observed shape of the Pleiades sequence.

The assumption of log g independence in the correction to the BC is equivalent to assuming that the missing opacity has the same log g dependence as the remaining opacity. Whilst such an assumption is far from unassailable, as the models give a difference in BC for the appropriate change in gravity of only 0.05 mag, we need only a very crude log g correction to push its effects below the level at which they matter. Furthermore, the assumption is tested by our fitting, where at least for stars older than 6 Myr we obtain good fits to the data (see Section 6).

5.1 Reddening and extinction for pre-MS stars

Fig. 7 shows how the calculated extinction and reddening, in the $g$WFC band and $(g-i)_\text{WFC}$ colour, respectively, vary as a function of $T_{\text{eff}}$ for stars with $2000 \leq T_{\text{eff}} \leq 30000$ K for $E(B-V)_{\text{nom}} = 0.5$. For hot stars ($T_{\text{eff}} > 10000$ K), there is little variation; thus, one can reliably model reddening vectors for stars in this regime that apply over a large $T_{\text{eff}}$ (or equivalently spectral type) range. The same, however, is not true for cool stars where a difference in the extinction of $\pm 0.1$ mag and reddening of $\pm 0.04$ mag is calculated between stars with $T_{\text{eff}} = 3000$ and 10000 K. This not only demonstrates that applying the extinction and reddening derived from high-mass stars in a given SFR to those in the low-mass regime is incorrect, but furthermore that the same reddening vectors should not be used for all spectral types.

Without spectra for a large sample of objects in a given field of view, it is not possible to de-redden sources on an individual basis and then fit the model isochrones in the extinction-corrected CMD. Instead, the isochrone must be appropriately reddened and then applied to the photometric data. The only consistent and homogeneous way to redden the pre-MS model isochrones, as a function of $T_{\text{eff}}$, is to create extinction grids based on atmospheric models, the photometric system responses and a description of the interstellar extinction law. The atmospheric models were reddened according to the parametrized extinction law of Cardelli et al. (1989) with $R_V = 3.2$. The different colour symbols represent different surface gravities; log g = 3.5 (red), 4.0 (blue), 4.5 (green), 5.0 (magenta) and 5.5 (cyan).

6 FITTING THE PRE-MS

Conceptually, there is no difference between fitting the pre-MS and MS populations of a given SFR using the $\tau^2$ fitting statistic. There are a couple of examples in the literature (e.g. Naylor & Jeffries...
2006; Cargile & James 2010) where \( \tau^2 \) has been used to derive pre-MS ages by fitting the positions of probable low-mass members using model distributions (isochrones including an intrinsic binary fraction; see Section 4.1). In these examples, the clusters represent relatively old pre-MS populations (\( \geq 30 \text{ Myr} \)) in which the pre-MS locus is well defined, and as such the age and distance were fitted simultaneously. These studies showed that the main contributor to the error budget in the age was uncertainties in the derived distance. This is unsurprising given the degeneracy between derived age and assumed distance when fitting pre-MS model isochrones to photometric data in CMDs.

As one moves to slightly younger populations (\( \leq 10 \text{ Myr} \)), the pre-MS locus, though still well defined in CMD space, begins to exhibit an enhanced luminosity spread at a given colour, perhaps as a result of astrophysical processes in the form of, for example, enhanced variability arising from the inclusion of accreting objects in samples. This spread can, however, be exaggerated by the inclusion of non-members in the sample. Spectroscopic measurements are the only unbiased diagnostic, although, in many cases other diagnostics (e.g. X-ray emission, IR excess or H\( \alpha \) emission) have been used to differentiate between young SFR members and older field stars. As a result, these methods are more likely to include contamination from foreground and background objects than memberships based on purely spectroscopic methods. One way of ensuring that such non-members do not influence the derived age is to adopt a so-called soft-clipping approach, whereby data points with colours and magnitudes that lie several \( \sigma \) away from the observed sequence are assigned an arbitrary low probability as they are not well described by the model distribution (e.g. Naylor & Jeffries 2006). In Appendix B, a model dealing with such interlopers by modelling a background population of non-member stars in conjunction with the bona fide cluster members is introduced. The assumption of a uniform distribution of non-members is a poor description of the physical distribution, but as shown in Appendix B it does allow the correct best-fitting age to be derived, although it will result in incorrect uncertainties in that age. Practically, however, our uncertainty in the derived age is driven by the uncertainty in the distance from our MS fitting and so we derive the uncertainty in age by fitting at the two extremes of the distance estimate. In Section 6.1, this model is thus implemented and the \( \tau^2 \) fitting statistic is used to derive pre-MS ages for SFRs with MS ages \( \geq 10 \text{ Myr} \).

Moving to even younger ages (\( < 10 \text{ Myr} \)), there are two effects which preclude us using \( \tau^2 \) fitting. First, Figs 8–15 show that for some SFRs with MS ages \( < 10 \text{ Myr} \), the semi-empirical pre-MS isochrones do not match the shape of the observed pre-MS locus as well as in the case of the older, more evolved SFRs, with the models tending to cut through the pre-MS locus (see Fig. 8 where this is demonstrated explicitly for the three sets of pre-MS model isochrones using NGC 2244). Secondly, the observed luminosity spread in CMD space, at a given colour, becomes more pronounced (see Hartmann 2001 for a discussion on the possible sources). It is apparent from CMDs of some of our SFRs that the observed luminosity spread can be as large as 2–3 mag at a given colour, and so although the \( \tau^2 \) fitting statistic includes the effects of binarity, this alone is not enough to model the observed spread (see Fig. 9). Given that we have insufficient knowledge of what is causing the observed luminosity spreads in these SFRs (see Section 7.2) as well as lacking the additional data required to accurately model the effects of, for example, stellar variability and accretion, we only use the \( \tau^2 \) fitting statistic to derive absolute ages for SFRs where the luminosity spread is commensurate with the two-dimensional model distribution. For SFRs where the observed luminosity spread prohibits the use of the \( \tau^2 \) fitting statistic, we are unable to derive absolute ages. In such cases, it is possible to create a relative age ladder of SFRs based on common positions shared in CMD space when compared with a pre-MS model isochrone of a given age (see Fig. 9). Therefore, in Section 6.2 a subset of our sample of SFRs are assigned to such groups and nominal ages for each group discussed.

We have investigated whether using a different technique for SFRs younger than 7 or 8 Myr introduces a discontinuity in our age scale using \( \sigma \) Ori as an example. For this SFR we find that the \( \tau^2 \) fitting statistic derives an age of 5.3 Myr, whereas the nominal age is \( > 6 \text{ Myr} \) (dependent upon the choice of pre-MS model isochrone; see Table 7) and therefore we are confident that the final assigned ages are consistent across the sample and that no discontinuities have been introduced as a result of changing how the pre-MS age has been derived.

### 6.1 Pre-MS ages derived using \( \tau^2 \)

Using the method detailed in the previous section, pre-MS ages have been calculated for the SFRs with MS ages \( \geq 10 \text{ Myr} \) using the \( \tau^2 \) fitting statistic in the \( g_{\text{WFC}}, (g - i)_{\text{WFC}} \) CMD. The memberships listed in Appendix A have been used to select pre-MS member stars for each SFR.

To fit stars selected as pre-MS members, grids of model distributions were created for each set of interior models spanning a range of
Figure 9. Demonstration of the two methods used for assigning pre-MS ages adopted in this paper using pre-MS stars selected as members of NGC 6530. The circles denote X-ray sources from Damiani et al. (2004), the crosses show spectroscopic members from Prisinzano et al. (2007) and the asterisks denote periodic variables from Henderson & Stassun (2012).

Left-hand panel: the best-fitting semi-empirical DCJ08 pre-MS model distribution, as calculated using the \( \tau^2 \) fitting statistic, is overlaid at the best-fitting MS distance and reddened assuming the median value derived in Section 4 according to the prescription described in Section 5.1. The diagonal line represents the reddening vector in the \( g_{WFC}, (g-i)_{WFC} \) plane for a star with \( T_{\text{eff}} \approx 4500 \, \text{K} \) and \( \log g \approx 4 \) based on the median value for the SFR. Right-hand panel: same as for the left-hand panel, but with a 6 Myr semi-empirical DCJ08 pre-MS single-star model isochrone overlaid. The black circle marks the position of a 0.75 \( M_\odot \) star.

ages using the recalibrated BC–\( T_{\text{eff}} \) relation at the appropriate SFR reddening. For SFRs where we have derived individual star-by-star reddenings for the MS population using the revised Q-method, we adopt the median measured reddening. Although there is a distribution of reddenings due to variable extinction across a given region, the reddening vector in the \( g_{WFC}, (g-i)_{WFC} \) CMD, and in the mass range we are interested in, lies almost parallel to the observed pre-MS locus and therefore applying a fixed reddening to the pre-MS model distributions does not significantly affect the derived age.

Figs 10–14 show the \( g_{WFC}, (g-i)_{WFC} \) CMDs of stars selected as pre-MS members of \( \lambda \) Ori, NGC 2362, NGC 2169, NGC 7160 and NGC 1960 with the best-fitting BCAH98 \( \alpha = 1.9 \), DCJ08 and DAM97 model distributions (including an intrinsic binary fraction of 50 per cent) overlaid at the best-fitting MS distance. The largest source of uncertainty in the derived pre-MS age is attributable to the associated uncertainty in the assumed distance; therefore, the uncertainty in the pre-MS age is calculated by deriving the corresponding age at the upper and lower distance uncertainty limits as defined by the 68 per cent confidence contour in the MS age–distance \( \tau^2 \) grid (see for example Fig. 5). The absolute pre-MS ages for SFRs with MS ages \( \gtrsim 10 \) Myr derived using the \( \tau^2 \) fitting statistic are shown in Table 6.

6.2 Nominal pre-MS ages

6.2.1 SFRs with MS ages <10 Myr

For the reasons explained in the introduction to Section 6, we derive ages for this group of SFRs by comparing the positions of the observed sequences to a semi-empirical pre-MS single-star model isochrones of a given age. This could be performed by simply de-reddening the pre-MS loci using a given reddening vector and shifting vertically using the derived MS distance, thereby comparing the populations in the absolute magnitude–intrinsic colour plane (e.g. Mayne et al. 2007). However, as was shown in Section 5.1, the reddening and extinction for a given object depend upon its \( T_{\text{eff}} \) and therefore the reddening vector in the \( g_{WFC}, (g-i)_{WFC} \) plane is not a fixed vector. As we do not have the necessary \( T_{\text{eff}} \) diagnostics for the low-mass pre-MS objects in our sample of SFRs, we are unable to de-redden these objects individually. Instead, we leave the sequence...
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Figure 11. Same as Fig. 10 but for NGC 2362. The crosses denote the combined Li$\text{I}$ and H$\alpha$ spectroscopic and IR excess sources from Dahm & Hillenbrand (2007) and the circles represent X-ray sources from Damiani et al. (2006b).

Figure 12. Same as Fig. 10 but for NGC 2169. The circles denote Li$\text{I}$ spectroscopic members from Jeffries et al. (2007).

Figure 13. Same as Fig. 10 but for NGC 7160. The circles denote Li$\text{I}$ and H$\alpha$ spectroscopic, IR excess and extinction-based members from Sicilia-Aguilar et al. (2006).

Figure 14. Same as Fig. 10 but for NGC 1960. The circles denote Li$\text{I}$ spectroscopic members from Jeffries et al. (2013).
Figure 15. Stars selected as pre-MS members for SFRs with MS ages $< 10$ Myr. The 6 Myr semi-empirical DCJ08 pre-MS single-star model isochrone shown in each panel is overlaid at the best-fitting MS distance and reddened assuming the median value derived in Section 4 according to the prescription described in Section 5.1. The DCJ08 model isochrone ends at a mass of $0.2 M_\odot$ with the SFR data having different depths based on a combination of distance and mean extinction. The black circle marks the position of a $0.75 M_\odot$ star. The diagonal line represents the reddening vector in the $g_{\text{WFC}} - (g - i)_{\text{WFC}}$ plane for a star with $T_{\text{eff}} \simeq 4500$ K and $\log g \simeq 4$ based on the median value for the SFR. Cep OB3b: crosses denote periodic variables from Littlefair et al. (2010), the circles show X-ray sources from Naylor & Fabian (1999) and Getman et al. (2006), the asterisks represent spectroscopic members from Pozzo et al. (2003) and the triangles show H$\alpha$ sources from Ogura et al. (2002). IC 348: circles represent X-ray sources from Preibisch & Zinnecker (2002), the crosses denote the H$\alpha$, Na I and K I spectroscopic members from Luhman et al. (2003, 2005a,b), the triangles represent the H$\alpha$ spectroscopic members from Herbig (1998), and the asterisks represent the combined periodic variable sources from Cohen et al. (2004) and Littlefair et al. (2005). IC 5146: circles denote the IR excess sources of Harvey et al. (2005) and the crosses represent spectroscopic members from Herbig & Dahm (2002). NGC 2244: circles denote X-ray sources from Wang et al. (2008) and the crosses represent IR excess objects from Balog et al. (2007). NGC 6611: circles represent X-ray sources from Guarcello et al. (2007) and the crosses show IR excess objects from Guarcello et al. (2009). Note that both the isochrone and the reddening vector have been calculated adopting the total-to-selective extinction ratio $R_V = 3.75$. σ Ori: circles represent X-ray sources from Sanz-Forcada et al. (2004), the crosses denote periodic and aperiodic variables from Cody & Hillenbrand (2010), the asterisks represent the combined Na I and Li I spectroscopic members from Kenyon et al. (2005) and Burningham et al. (2005), and the triangles show the Li I and H$\alpha$ spectroscopic members from Sacco et al. (2008).

Table 6. Absolute pre-MS ages for SFRs with MS ages $\geq 10$ Myr derived using semi-empirical pre-MS model distributions and fitted using the $\tau$ fitting statistic. The best-fitting pre-MS age is derived assuming the best-fitting MS distance, and the uncertainty in the pre-MS age represents the uncertainty in the MS distance translated into an age uncertainty.

<table>
<thead>
<tr>
<th>SFR</th>
<th>BCAH98 $\alpha = 1.9$</th>
<th>DCJ08</th>
<th>DAM97</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolute pre-MS age (Myr)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Best fit</td>
<td>68 per cent</td>
<td>Best fit</td>
</tr>
<tr>
<td>λ Ori</td>
<td>10.5</td>
<td>10.0–11.0</td>
<td>8.3</td>
</tr>
<tr>
<td>NGC 2169</td>
<td>12.0</td>
<td>10.5–13.2</td>
<td>9.1</td>
</tr>
<tr>
<td>NGC 2362</td>
<td>12.0</td>
<td>10.5–12.6</td>
<td>12.0</td>
</tr>
<tr>
<td>NGC 7160</td>
<td>14.5</td>
<td>12.6–16.6</td>
<td>12.6</td>
</tr>
<tr>
<td>NGC 1960</td>
<td>20.0</td>
<td>19.0–20.9</td>
<td>20.0</td>
</tr>
</tbody>
</table>

in the apparent magnitude–apparent colour plane and the model isochrone is instead reddened using the appropriate reddening and distance modulus for the SFR. By comparing the photometric data to the models in this way, SFRs can be grouped in order of increasing age.

As the distance moduli to the SFRs cover a range of Δdm $\simeq 4.5$, the mass regimes probed across the sample of SFRs vary. In addition, there are inherent lower and upper mass limits on the pre-MS interior models, which may further be restricted due to the lowest $T_{\text{eff}}$ limit defined by the derived corrections (see Section 5). Of the model isochrones tested, it is clear that the BCAH98 $\alpha = 1.9$ and DCJ08 models represent the best fit to the observed Pleiades MS for $T_{\text{eff}} \gtrsim 4000$ K (see Paper I). Due to the upper mass limit of $1.4 M_\odot$ on the BCAH98 $\alpha = 1.9$ models, the observed pre-MS loci are compared to a semi-empirical DCJ08 single-star model isochrone at an age of 6 Myr. The reason we adopt an age of 6 Myr is that, to within the uncertainties, the ages for SFRs with MS ages $< 10$ Myr are all consistent with 6 Myr, and thus by adopting such an age, we are still assessing whether agreement is observed between age estimates in distinct mass regimes.
Table 7. Nominal pre-MS ages for SFRs with MS ages <10 Myr estimated using semi-empirical pre-MS isochrones. The ages were derived at a mass of 0.75 M⊙ and assuming the best-fitting MS distance.

<table>
<thead>
<tr>
<th>SFR</th>
<th>Nominal pre-MS age (±Myr)</th>
<th>BCAH98 α = 1.9</th>
<th>DCJ08</th>
<th>DAM97</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 6611a</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>IC 5146</td>
<td>2</td>
<td>1</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>NGC 6530</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>NGC 2244</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>σ Ori</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>IC 348</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Cep OB3b</td>
<td>7</td>
<td>7</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

*a Age derived assuming the total-to-selective extinction ratio R_V = 3.75 (see Section 4.2.3).

Figs 9 and 15 show the g_WFC, (g − i)_WFC CMDs of stars selected as pre-MS members of Cep OB3b, IC 348, IC 5146, NGC 2244, NGC 6530, NGC 6611 and σ Ori with a 6 Myr semi-empirical DCJ08 single-star isochrone overlaid. It is clear that, for SFRs with MS ages <10 Myr, these can be separated into two distinct groups based on the comparison of the pre-MS populations with the model isochrone. In ascending age order, these two groups comprise the following:

(i) NGC 6611, IC 5146, NGC 6530 and NGC 2244 – for which the isochrone sits below the observed pre-MS locus,
(ii) Cep OB3b, σ Ori and IC 348 – for which the isochrone sits approximately in the middle of the observed pre-MS locus.

Due to the fact that, in some cases, the semi-empirical pre-MS isochrones do not follow the shape of the observed pre-MS locus (see for example Fig. 8), and that the mass ranges sampled are different due to the differences in the distance between the SFRs, a pre-MS age derived by simply laying an isochrone over the photometric data will be biased depending on which section of the sequence is fitted. Therefore, a more consistent approach is to estimate the pre-MS age of a given SFR by comparing the position of a model star of given mass (having applied the reddening and distance modulus as for the comparison with the 6 Myr semi-empirical DCJ08 single-star pre-MS model isochrone) with the approximate middle of the observed pre-MS locus. Such ages are termed nominal ages and estimated adopting a mass of 0.75 M⊙. Table 7 shows the nominal pre-MS ages for the SFRs with MS ages <10 Myr.

6.2.2 χ Per

χ Per could not be fitted using the simple 12 model that accounts for a non-member population as the fraction of non-members (introduced by the selection based purely on positions on the sky relative to the cluster centre; see Appendix A2) was simply too high. Given the derived best-fitting MS age of 14.5 Myr, one learns nothing by comparing the pre-MS locus with a 6 Myr semi-empirical DCJ08 single-star isochrone overlaid. It is clear that, for SFRs with MS ages <10 Myr, these can be separated into two distinct groups based on the comparison of the pre-MS populations with the model isochrone. In ascending age order, these two groups comprise the following:

(i) NGC 6611, IC 5146, NGC 6530 and NGC 2244 – for which the isochrone sits below the observed pre-MS locus,
(ii) Cep OB3b, σ Ori and IC 348 – for which the isochrone sits approximately in the middle of the observed pre-MS locus.

Due to the fact that, in some cases, the semi-empirical pre-MS isochrones do not follow the shape of the observed pre-MS locus (see for example Fig. 8), and that the mass ranges sampled are different due to the differences in the distance between the SFRs, a pre-MS age derived by simply laying an isochrone over the photometric data will be biased depending on which section of the sequence is fitted. Therefore, a more consistent approach is to estimate the pre-MS age of a given SFR by comparing the position of a model star of given mass (having applied the reddening and distance modulus as for the comparison with the 6 Myr semi-empirical DCJ08 single-star pre-MS model isochrone) with the approximate middle of the observed pre-MS locus. Such ages are termed nominal ages and estimated adopting a mass of 0.75 M⊙. Table 7 shows the nominal pre-MS ages for the SFRs with MS ages <10 Myr.

6.3 The effects of assumptions on the pre-MS ages

When deriving ages from the pre-MS photometric data, either by using τ222 fitting to the full two-dimensional CMD distribution or by comparing the sequence with a single-star model isochrone, we have made two main assumptions. First, for SFRs where we have identified the reddening to be spatially variable, we have adopted the median value for fitting the pre-MS. Secondly, we have assumed the same (solar) composition for all SFRs.

6.3.1 Differential reddening

In a gw_WFC, (g − i)_WFC CMD, the reddening vector is roughly parallel to the pre-MS (see Fig. 15), much as in the commonly used V, V − I CMD (e.g. Hillenbrand 1997; Burningham et al. 2003). Thus, the primary effect of variable extinction is to scatter stars along the isochrone. To test how far mismeasured extinction might affect our results, the NGC 7160 pre-MS data were fitted as described in Section 6.1, but using reddening that was 50 per cent larger than the median value [E(B − V) = 0.37] originally used. The reason why we adopt NGC 7160 is that this SFR has the largest and most variable reddening of all the SFRs with MS ages ≥10 Myr. At the best-fitting MS distance, the best-fitting pre-MS age differs by only 5 per cent. The effect of a scatter will be considerably less than that
6.3.2 Composition variations

In the pre-MS regime, we are unable to use sub- or supersolar metallicity pre-MS evolutionary models to derive ages because (i) the DAM97 pre-MS models are only available with a solar composition and (ii) although the BCAH98 \( \alpha = 1.9 \) and DCJ08 models are available for a range of metallicities, we do not have the requisite photometric data in the INT-WFC system to calculate the empirical corrections to the theoretical BC–\( T_{\text{eff}} \) relation as we have done using the Pleiades for the solar metallicity case (see Section 4.3). In the MS regime, however, the Schaller et al. (1992) models do cover a range of metallicities and it is possible to investigate what effects adopting a different composition would have on the derived MS parameters.

As an example, we have investigated these effects using NGC 2244 as there is evidence that the metallicity for this SFR could be subsolar ([Fe/H] = −0.46; see Paunzen et al. 2010). The reddening vectors and BC–\( T_{\text{eff}} \) relation were recalculated using the \( Z = 0.006 \) ATLAS9/ODFnew atmospheric models (the closest to the required subsolar composition from the available grid). The \( Z = 0.008 \) Schaller et al. (1992) interior models (the closest to the subsolar composition) were used to calculate the reddening, distance and age as described in Section 4. A revised distance modulus \( dm = 10.34 \pm 0.06 \) was calculated, whereas both the age and reddening (both median and full range) were insensitive to changes in the metallicity. Hence, if the composition of NGC 2244 is indeed approximately \( 1/3 Z_\odot \), the distance modulus would be \( \pm 0.4 \)–\( 0.5 \) mag smaller. Whilst subsolar composition pre-MS model isochrones, at a given age, are more luminous than solar metallicity models in CMD space, it is difficult to quantify how the difference in the derived distance modulus would translate into an age difference in absolute terms when fitting the pre-MS population.

7 COMPARING THE MS AND PRE-MS AGES

Having derived ages from the MS and pre-MS members for the sample of SFRs, it is now possible to bring these two age diagnostics together. In Sections 6.1 and 6.2 it was shown that the pre-MS ages for young SFRs are heavily model dependent, even after recalibrating the transformation between theoretical H–R and observable CMD space using the observed colours of Pleiades members. Hence, to choose between the various pre-MS age scales, in Fig. 17 we have plotted the MS ages against the pre-MS ages for our sample of SFRs.

The most obvious conclusion that can be drawn from Fig. 17 is that the DAM97 pre-MS age scale is inconsistent with the MS age scale across almost the entire sample. That the DAM97 models tend to predict younger pre-MS ages than other pre-MS models is not a new finding (see for example Dahm 2005). For a given age, the DAM97 models predict pre-MS stars that are overluminous across a mass range of \( \pm 0.5 \)–\( 1.8 \) \( M_\odot \) with respect to both the BCAH98 \( \alpha = 1.9 \) and DCJ08 models, resulting in an approximate difference of a factor of 2 in age through isochrone fitting for SFRs with ages \( \pm 10 \)–\( 12 \) Myr.

The levels of agreement between the MS age scale and the pre-MS age scales of BCAH98 \( \alpha = 1.9 \) and DCJ08 are much higher than for the DAM97 models. For SFRs with pre-MS ages of \( \geq 6 \) Myr (on the BCAH98 \( \alpha = 1.9 \) and DCJ08 scales), both models predict pre-MS ages that are generally consistent with the MS ages derived in Section 4.3. However, for the very youngest clusters (\( < 6 \) Myr), there remains a discrepancy between the two age diagnostics, with the MS ages being approximately a factor of 2 older than the pre-MS ages. The work presented in this paper has therefore removed the age discrepancy between the MS and pre-MS for all but the very smallest. Whilst subsolar composition pre-MS model isochrones, at a given age, are more luminous than solar metallicity models in CMD space, it is difficult to quantify how the difference in the derived distance modulus would translate into an age difference in absolute terms when fitting the pre-MS population.

Figure 17. The MS versus pre-MS ages for the SFRs in our sample. The blue circles and error bars represent the SFRs for which both the MS and pre-MS ages were derived using the \( r^2 \) fitting statistic. The red asterisks and error bars denote SFRs for which the MS age was derived using the \( r^2 \) fitting statistic; however, the pre-MS age was estimated by overlaying a semi-empirical pre-MS single-star model isochrone on the pre-MS population and is a nominal age at a mass of \( 0.75 M_\odot \) (see Section 6.1). The uncertainties in the MS age were calculated from the \( r^2 \) age–distance fit (see Section 4.3) and represent the 68 per cent confidence levels. Uncertainties in the pre-MS age were only calculated for those SFRs where the age was derived using the \( r^2 \) fitting statistic and represent the uncertainty in the derived MS distance translated into an age (see Section 6.1). Note that both IC 348 and IC 5146 are not shown in this figure as no MS ages were derived for either SFR (see the caption of Fig. 6). Left-hand panel: BCAH98 \( \alpha = 1.9 \). Note that the pre-MS age for NGC 2362 has been increased by 0.3 Myr to highlight the uncertainty on the MS age. Middle panel: DCJ08. Right-hand panel: DAM97.
youngest SFRs, a significant improvement over the result of Naylor (2009) where a factor of 2 discrepancy was still observed at ages of 10 Myr. That we have found agreement between the MS and pre-MS ages (for SFRs with ages ≥6 Myr), which are based on different mass regimes that rely on different aspects of stellar physics, instils confidence in the pre-MS ages derived using the BCAH98 α = 1.9 and DCJ08 model isochrones.

This agreement between pre-MS and MS ages builds upon that already demonstrated by Pecaut et al. (2012). A detailed analysis of stars hotter than 4000 K, which should therefore be comparable with our age scale, showed that they were a factor of 2.5 less luminous compared with predictions for a 5 Myr old population by four sets of pre-MS evolutionary models. Deriving isochronal ages separately for B-, A-, F-, and G-type stars, as well as the M-type supergiant Antares, Pecaut et al. (2012) not only calculated consistent ages from the pre-MS and post-MS populations, but also increased the age of Upper Sco by approximately a factor of 2, calculating a revised mean age of ≳11 Myr. Thus, these combined works have increased the number of SFRs with significantly revised ages to 14, thereby lending support to the claim of Pecaut et al. (2012) that similarly aged SFRs may be in need of further investigation and possible amendment.

7.1 Final assigned ages

Having demonstrated that the BCAH98 α = 1.9 and DCJ08 and MS ages scales are generally consistent, we are now in a position to assign the finalized age to each of the 13 SFRs in our sample. As discussed in Section 1, the MS ages are much more uncertain in a statistical sense but on average they confirm that the pre-MS ages, which are statistically much more precise but potentially have more systematic error, are on a reasonable scale. Given that the differences between the pre-MS ages derived using the BCAH98 α = 1.9 and DCJ08 models are typically of the order of ≳1–2 Myr, we adopt the mean of these two ages for a given SFR.

There is still the question of what age to assign for the youngest SFRs (pre-MS ages <8 Myr). Given the uncertainties in the distance to each of the SFRs, the nominal ages given in Table 7 are consistent with two groups of clusters at ages of 2 and 6 Myr. For the 6 Myr group, the MS ages are consistent with the pre-MS nominal ages, and so our final assigned age for this group is 6 Myr. For the very youngest group, the MS ages (≥5–6 Myr) are approximately a factor of 2 greater than the pre-MS ages. For reasons we discuss in Section 7.2, we adopt an age of 2 Myr for this group. The resulting ages we propose should be used for these SFRs in further studies are given in Table 8.

7.2 Discussion

On the balance of the evidence presented in Sections 4.3 and 6.2.1, how reasonable is the distinction between the 2 Myr and 6 Myr groups? Although it is statistically impossible to differentiate between these two groups based on their MS ages (all clustered around 6 Myr), there is an obvious difference in the luminosity of the pre-MS locus between those SFRs where an isochrone of 6 Myr lies systematically below the observed pre-MS locus and those SFRs where the isochrone traces the approximate middle of the locus. Furthermore, there is a visible difference between the magnitude of the observed luminosity spread between the 2 and 6 Myr groups. For a given colour, the spread in the 2 Myr group covers approximately 3 mag, whereas in the 6 Myr group the observed spread is approximately a magnitude smaller. Note also that in the older SFRs this spread almost entirely vanishes and is explainable by the presence of binaries and higher order multiple systems.

The main difference between the absolute pre-MS ages derived using the τ² fitting statistic and the nominal pre-MS ages is that the former include an intrinsic binary fraction whereas the latter do not and are solely based on comparison with a single-star model isochrone. Thus, there is a suggestion that the pre-MS ages for both the 2 and 6 Myr groups require a correction to account for binarity. The difference between the lower single-star and upper equal-mass binary envelopes in a coeval model isochrone is ≳0.75 mag, and so if we naively assume the most extreme case (i.e. 50 per cent of stars are single and 50 per cent are in equal-mass binaries), this would

<table>
<thead>
<tr>
<th>Age (Myr)</th>
<th>SFR</th>
<th>Distance modulus dm</th>
<th>E(B − V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>IC 5146 (Cocoon Nebula)</td>
<td>9.62 ± 0.04</td>
<td>0.17</td>
</tr>
<tr>
<td>2</td>
<td>NGC 2362</td>
<td>10.57 ± 0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>NGC 7160</td>
<td>9.62 ± 0.06</td>
<td>0.37</td>
</tr>
<tr>
<td>14</td>
<td>χ Per (NGC 884)</td>
<td>11.77 ± 0.11</td>
<td>0.52</td>
</tr>
<tr>
<td>20</td>
<td>NGC 1960 (M 36)</td>
<td>10.28 ± 0.10</td>
<td>0.20</td>
</tr>
</tbody>
</table>

*Individual reddening derived using the revised Q-method with the median E(B − V) value quoted (otherwise the value shown represents the mean uniform reddening) with the full range shown in Table 5.*

*Parameters derived assuming the total-to-selective extinction ratio R_τ = 3.75 (see Section 4.2.3).*
necessitate that the single-star isochronal ages be increased by a factor that translates to a shift of \(0.38\) mag fainter. For more realistic mass-ratio distributions, however, this shift would be smaller. Adopting the most extreme case, such a shift would increase the pre-MS ages for the 2 and 6 Myr groups by an additional factor of 1.5–2. This would have the effect of decreasing the disparity between the MS and pre-MS ages for the 2 Myr group, whilst causing disagreement between the two ages for the 6 Myr group.

Such a shift appears unlikely given that at ages of \(\approx10\) Myr, we would expect to see evolved high-mass stars in SFRs like Cep OB3b; however, these are not observed in the optical CMDs. Furthermore, the 2 Myr group represents the earliest visible stages of the star formation process and any shift would increase the age of these SFRs to \(\approx4–5\) Myr, suggesting that only after such times do embedded protostars become optically visible.

Any possible quantification of the shift in the ages due to binarity is hampered by the underlying uncertainty in the causes of the observed luminosity spread and the resulting implications for the evolution of single- and binary-star systems (e.g. Preibisch 2012). In addition, these young SFRs likely contain significant numbers of stars with circumstellar discs, thus further complicating the issue due to the effects of accreting objects observed with a range of accretion rates and viewing angles (see Mayne & Harries 2010).

In Section 4.2.3, we briefly discussed the uncertainty associated with the distance derived from MS fitting arising from possible variations in \(R_V\) towards very young SFRs. The revised ages given in Section 7.1 demonstrate that we have derived consistent ages from both the high-mass and low-mass populations for a range of SFRs down to ages of \(\approx6\) Myr. There is still, however, disparity between these two ages for the very youngest SFRs (the so-called 2 Myr group) for which the pre-MS ages are approximately factors of between 2 and 3 younger. Given the degeneracy between age and distance in deriving ages using pre-MS evolutionary models, it would be interesting to note whether variations in \(R_V\) as a function of age are observed. If this is the case, and the typical value of \(R_V\) is larger in the youngest SFRs, then the derived distance would be smaller than that derived in Section 4.3 by a factor of \(\Delta m = \Delta R_V \times (B - V)\). This could offer a simple solution to the disparity of the MS and pre-MS ages for the youngest SFRs as a decreased distance would necessitate an older age to fit a given photometric pre-MS locus in CMD space; however, further observational work is required in such SFRs to ascertain whether or not this is in fact the case.

We could improve on our work if we understood the observed luminosity spread as well as the problems associated with the evolutionary models and physical processes that affect the associated spectral energy distributions (SEDs) of young pre-MS stars. The models adopted in this study all assume that the mixing-length parameter \(\alpha\) is constant for all evolutionary stages and identical for all masses. Studies investigating whether this is a reasonable assumption (e.g. Ludwig, Freytag & Steffen 1999; Ludwig, Caffau & K"unicnska 2008) have found that \(\alpha\) can vary as a function of spectral type, the effects of which would be more pronounced at earlier evolutionary phases where the stars are fully convective and the superadiabatic region is more extended. In addition to inadequacies in the theoretical models (see Baraffe et al. 2002), there are also physical processes that affect the SEDs associated with pre-MS stars, and these can be almost impossible to incorporate into evolutionary codes. An obvious example is the enhanced levels of activity observed on pre-MS stars. High levels of activity, presumably driven by intense surface magnetic fields, can inhibit convective flows at the stellar surface and result in starspots covering a large fraction of the photosphere. Thus, the colours of young low-mass stars can be somewhat different from the colours of older stars of the same mass and \(T_{\text{eff}}\) (e.g. Stauffer et al. 2003). An additional consequence of the inhibited convective flows is that the radii and \(T_{\text{eff}}\) of stars with intense magnetic fields can differ from stars of a similar mass but with a much weaker magnetic field (e.g. Chabrier, Gallardo & Baraffe 2007; Yee & Jensen 2010). These combined effects further complicate the transformation from H–R to CMD space, i.e. for a star of given mass, age, metallicity and log \(g\), there is not a single conversion from, for example, \(T_{\text{eff}}\) to \((g - 1)_{WFC}\), but instead a range.

In addition to the effects discussed above, there is a fierce debate about whether on-going or early episodes of accretion can result in a marked alteration to the luminosity of very young (<10 Myr) objects, when compared to the standard non-accreting models (e.g. Baraffe, Chabrier & Gallardo 2009; Hosokawa, Offner & Krumholz 2011). Short-lived phases of intense accretion during the early Class I phase of a YSO have been advocated as a possible explanation for the observed luminosity spreads in CMDs of young SFRs. This would naturally impact on the derived ages (and masses) for young objects derived from CMDs; however, this is further compounded by the fact that it is not the currently observed properties that ultimately affect the position of a given object in CMD space, but rather the accretion history of that specific object. Observational evidence pertaining to effects on the luminosity evolution of young pre-MS objects as a result of accretion history has been reported by Littlefair et al. (2011), and therefore it is conceivable that a considerable portion of the observed luminosity spread in CMDs of young SFRs may be due to such variable accretion histories within a coeval stellar population.

8 IMPLICATIONS

In Section 7.1 a set of revised ages were assigned to a range of young (<30 Myr) SFRs. Two areas of pre-MS evolution that are heavily dependent upon the adopted ages are (i) the survival time-scales for circumstellar discs and (ii) the evolutionary time-scales of YSOs. Therefore, in this section we discuss the implications of the revised age scale in terms of these two aspects.

8.1 Circumstellar disc lifetimes

Circumstellar discs appear to be a ubiquitous by-product of the star formation process and are a driving factor in the evolution of stars and planetary systems. Mid- to far-IR Spitzer observations of low-mass pre-MS stars indicate that by approximately 80 per cent of primordial discs have dissipated (e.g. Carpenter et al. 2006; Dahm & Hillenbrand 2007), agreeing with estimates based on near-IR observations (e.g. Haisch, Lada & Lada 2001; Hillenbrand 2005). These time-scales are almost exclusively based on ages determined from pre-MS isochrone fitting to young stellar populations and thus any revision of pre-MS SFR ages will naturally alter the expected lifetime of circumstellar discs.

Fig. 18 shows the disc frequency of late-type stars (typically K and later) with near-IR excess emission in different SFRs as a function of our revised age. Disc fractions have, in all but one case, been taken from studies based on Spitzer observations including NGC 6611 (Guarcello et al. 2007), IC 5146 (Harvey et al. 2008), NGC 2244 (Balog et al. 2007), Cep OB3b (Allen et al. 2012), NGC 2169 (Hernandez et al., in preparation), \(\sigma\) Ori (Hernandez et al. 2007), IC 348 (Lada et al. 2006), \(\lambda\) Ori (Barrado
Figure 18. Fraction of stars (typically spectral types mid-K and later) with near-IR excess disc emission as a function of our revised age. The circles represent the disc fraction for T-Tauri stars based on Spitzer observations (see the text for references). The triangle represents the disc fraction for NGC 6530 based on $JHK_s$ observations from Prisinzano et al. (2007). Note that the ages for IC 5146, NGC 6530, σ Ori and Cep OB3b have been shifted slightly to highlight the uncertainties in individually derived disc fractions.

8.2 Evolutionary lifetimes of YSOs

Having discussed the effects of the revised age scale in terms of circumstellar disc lifetimes, this naturally leads on to the lifetimes of different evolutionary stages of YSOs. The generally adopted method to derive such time-scales is to use the number of objects in each class to establish relative lifetimes (e.g. Wilking, Lada & Young 1989). A recent study by Evans et al. (2009) proposed that star formation is a continuous process with a duration larger than the age of Class II (CTTS), then relative YSO evolutionary lifetimes can be estimated by taking the ratio of objects in each class and multiplying by the adopted lifetime for a Class II object. Based on various studies of young SFRs (see references within section 5.3 of Evans et al. 2009), a lifetime of 2 Myr was assigned to the Class II evolutionary phase, with the lifetimes of the other classes derived accordingly.

It is clear then that any revision to the pre-MS ages of young SFRs will have an impact on the adopted Class II lifetime used to calculate relative lifetimes for other YSO evolutionary phases. Whilst an in-depth discussion on how the relative ages are affected by the revised ages is beyond the scope of this study, Fig. 18 suggests that the adopted lifetime of Class II objects is likely underestimated. The ages shown in Table 8 are approximately a factor of 2 older than current ages for the same SFRs. Regions such as λ Ori, which have independent age determinations at 10 Myr (see also Upper Sco; Pecaut et al. 2012) which show that 20 per cent of stars retain their optically thick circumstellar discs (indicative of Class II status) and that 10 per cent of stars are still actively accreting, imply a longer Class II lifetime somewhere in the region of 5–6 Myr. Propagating this age to the earlier Class I lifetime, based on the number of YSOs presented in Evans et al. (2009) and ignoring environmental effects, indicates an average lifetime of 1 Myr, resulting in a lifetime that is considerably longer than most estimates (cf. 0.25–0.67 Myr; Hatchell et al. 2007).
9 CONCLUSIONS

In this study we have used the stellar populations of 13 young (<30 Myr) SFRs to critically assess the ages derived using pre-MS isochrones in CMDs. The stages we have gone through to achieve this are as follows.

(i) We have derived a self-consistent set of ages, distances and reddening (with typically higher precision than previous estimates and statistically meaningful uncertainties) by fitting the MS populations of our sample of SFRs with MS evolutionary models. For several of these SFRs, this represents the first parameter derivations in the literature based on a robust statistical fitting technique.

(ii) We have created new semi-empirical pre-MS isochrones incorporating existing stellar interior models, an empirical BC–\textit{T}_\textit{eff} relation and theoretical corrections for the dependence on log \textit{g}. These new isochrones have been used to calculate ages from the pre-MS populations of our sample of SFRs. We find that the ages derived using these semi-empirical isochrones are typically a factor of 2 older than current estimates.

(iii) Comparing the various pre-MS age scales with the more reliable MS age scale, we find that the DAM97 models systematically underestimate the ages of young SFRs, whereas the scales of both the BCAH98 $\alpha = 1.9$ and DCJ08 models are generally consistent. Thus, we suggest that in an effort to create an absolute pre-MS age scale, either the BCAH98 $\alpha = 1.9$ or DCJ08 models should be adopted for this purpose.

(iv) We still note a discrepancy between the MS and pre-MS ages for very young SFRs (MS age $\lesssim$6 Myr) for which the MS ages are approximately factors of between 2 and 3 greater than the pre-MS ages. This mismatch in the ages could be attributed to a combination of inherent uncertainties in the evolutionary models (e.g. the treatment of convection) as well as physical processes that affect the colours of real stars that are not incorporated in the models. Furthermore, sources of systematic uncertainty due to possible variations in the value of $R_V$ for the youngest SFRs and the effects of binarity could contribute to this disparity.

(v) We have furthermore investigated the effects of the revised pre-MS age scale in terms of both circumstellar disc lifetimes and YSO evolutionary time-scales. We conclude that circumstellar discs survive approximately twice as long as currently believed and that this could offer a practical solution to the apparent discrepancy that the time required to form planets is larger than the lifetime of discs around stars. In addition, we find that due to the revised ages, the typical Class I lifetime is also underestimated, with a significantly longer revised lifetime of $\lesssim$1 Myr suggested.
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APPENDIX A: PRE-MS LITERATURE MEMBERSHIPS

Many of the SFRs investigated in this study lie in or near the Galactic plane and as such a CMD for a given field of view will contain a high number of field stars. Thus, we must consider the issue of identifying and isolating bona fide pre-MS members.

Pre-MS stars exhibit several characteristics that highlight their youth and which can be used to differentiate between them and older field stars. These indicators only differentiate between different types of stellar populations and not between distinct young populations (see Jeffries et al. 2006). Where no literature memberships were available, we instead adopted an approach based on relative positions on the sky to identify possible members; however, this has the obvious drawback of including a number of non-members in the selection.

A1 Cep OB3b

X-ray members are from Naylor & Fabian (1999) and Getman et al. (2006) using the ROSAT Position Sensitive Proportional Counter (PSPC) and Chandra Advanced CCD Imaging Spectrometer (ACIS) instruments, respectively. We used a combination of both as the area covered by the ROSAT pointing is larger than the Chandra field of view. For stars common to both catalogues, we adopt the positions from the Chandra data set due to the improved spatial resolution and sensitivity.

Spectroscopic members are taken from Pozzo et al. (2003). They took the spectra of objects within an initial photometric cut made in the V, V′ − I, CMD, using a B − V, V − I, colour−colour diagram of optical counterparts to the Naylor & Fabian (1999) ROSAT sources to identify regions with a high fraction of probable members. Spectroscopic follow-up measurements provided lithium equivalent widths (W(Li)), W(Hα) and radial velocities. Memberships were assigned based on the comparison between individual radial velocities and the group mean, in addition to strong spectroscopic features. Additional Hα members are from Ogura et al. (2002) which comprise a subset of a Herbig–Haro object survey using a narrow-band Hα filter.

Periodic variables are from an I-band variability study by Littlefair et al. (2010). A recent Spitzer Infrared Array Camera (IRAC) and Multiband Imaging Photometer for Spitzer (MIPS) study (Allen et al. 2012) has demonstrated that the young stars within the cluster are concentrated into two subclusters: an eastern subcluster near the Cep B molecular cloud and a western subcluster near the Cep F molecular cloud. The literature memberships listed above only cover the eastern subcluster, whereas the variability study of Littlefair et al. (2010) covers both subclusters. To not bias the selection of pre-MS members, the positions on the sky of the other literature sources were used to define a region within which variability members were isolated.

A2 χ Per

There is a lack of bona fide pre-MS member diagnostics for χ Per. The so-called spectroscopically confirmed members of Currie et al. (2010) are not based on the presence of spectral features (e.g. Li i or Hα) but represent a sequence defined by a combined 14 Myr MS and pre-MS isochrone in the de-reddened V-band magnitude versus spectral type diagram. The width of this sequence was determined by (i) the physical extent of the cluster, (ii) binarity and (iii) uncertainties in the derived spectral types. Cross-correlation of the Currie et al. (2010) members with our optical photometric catalogue results in a poorly defined pre-MS locus with less than 10 stars occupying the single-star sequence at magnitudes gwfc > 18.

Our photometric catalogue extends to gwfc ≥ 23 and therefore stellar positions on the sky were instead used to choose an area that minimizes foreground and background contamination (see Mayne et al. 2007). Stars brighter than gwfc < 14 lie bluewards of the contamination and thus represent a subset of the χ Per stellar population where the field star contamination is minimal. The positions of these stars were then overlaid on the positions of the entire photometric catalogue and circular positional selections from 5 arcmin down to 1 arcmin in increments of 1 arcmin were made around the central cluster coordinates of δ12000 = 02°22′05′02, δ12000 = +57°07′43″44 (Mayne et al. 2007). The resulting sequence was visually inspected (by eye) and the best results (fraction of candidate member-to-field stars) were found for a radius of 3 arcmin. To ensure that the selection of the cluster centre was not biased, the positions of proper motion members from Uribe et al. (2002) and likely members based on spectral types from Slesnick, Hillenbrand & Massey (2002) were also overlaid. In both cases, the central coordinates from each source were almost identical.

A3 IC 348

Hα members are taken from Herbig (1998), who carried out a wide-field grism spectrograph survey of the region, discarding stars with W(Hα) < 2 Å. Spectral types (through comparison with dwarf spectral standards) and extinctions were derived for 80 of these stars using follow-up spectroscopy. Additional spectroscopic members are taken from Luhman et al. (2003, 2005a,b). Memberships were assigned using a combination of spectral types, spectral features (Hα, Na i and K i) and positions within extinction-corrected CMDs.

X-ray members are from Preibisch & Zinnecker (2002) taken with the Chandra ACIS detector (supplemented with additional data from the Second ROSAT PSPC catalogue7).

Periodic variables are from Cohen et al. (2004) and Littlefair et al. (2005), both of which are based on wide-field Ic-band surveys.

A4 IC 5146

Hα members are taken from Herbig & Dahm (2002), who conducted a wide-field grism spectrograph survey to identify emission stars to a limit of W(Hα) ≥ 3 Å and limiting magnitude of Rc = 20.5. Only stars with W(Hα) > 5 Å and which lie above the Pleiades MS at a distance of 1.2 kpc as described in Herbig & Dahm (2002) were used.

Additional IR excess members are based on the Spitzer IRAC and MIPS photometry of Harvey et al. (2008). The identification of

7 http://fledas-www.star.le.ac.uk/rosat/rfa/
YSOs from Spitzer is generally based on some combination of IR excess in addition to a brightness limit (set by the limiting magnitude fainter than that at which extragalactic contamination becomes too high to reliably distinguish between objects). A combination of colour–colour diagrams and CMDs was used to identify predominantly Class I and Class II objects.

**A5 λ Ori**

Li abundance members come from Dolan & Mathieu (2001), extending the previous study of Dolan & Mathieu (1999). An initial photometric cut for stars with $12 \leq R_\ast \leq 16$ was made, with the probable members chosen based on their position relative to a 30 Myr isochrone in an $R_\ast$–$V_\ast$ CMD. Follow-up spectroscopic measurements were taken and $W_c(Li)$ was used as a youth indicator, where stars with $W_c(Li) \geq 0.2$ Å were retained as members. Additional spectroscopic members come from Barrado y Navascués et al. (2004) where optical ($R_I$) photometry was combined with 2MASS $JHK_s$ observations to initially identify possible member candidates in CMD space. Follow-up spectroscopic observations were taken to measure $W_c(H\alpha)$. Memberships were assigned to those stars that satisfied both spectroscopic and photometric criteria. Later, Barrado y Navascués et al. (2007) used Spitzer IRAC photometry to identify probable low-mass members based on IR excess using IRAC colour–colour diagrams in conjunction with optical and IR CMDs. Further members are from the spectroscopic study of Sacco et al. (2008), who measured both $W_c(Li)$ and $W_c(H\alpha)$ in addition to radial velocities. Final membership is based on a combination of individual candidate velocities that are consistent with the cluster dispersion, the presence of strong $W_c(Li)$ and the presence of $H\alpha$ emission.

X-ray members are taken from Barrado et al. (2011) observed using the XMM–Newton EPIC detector.

**A6 NGC 1960**

Spectroscopic members are from an upcoming paper by Jeffries et al. (2013). Optical $VI$ photometry was used to identify possible cluster members from their position in CMD space, selecting objects with $14 < V < 18.5$. Spectroscopic observations were taken to identify the presence of Li and derive radial velocities. Objects identified with strong Li were cross-correlated against the PPMXL catalogue (Röser, Demleitner & Schilbach 2010) adopting the central cluster proper motion ($\mu_\alpha \cos \delta = 2.9 \pm 2.7$ mas yr$^{-1}$ and $\mu_\delta = -8.0 \pm 2.5$ mas yr$^{-1}$) as derived by Sanner et al. (2000). Those that were consistent within the uncertainties were retained as likely members.

**A7 NGC 2169**

Spectroscopic members are from Jeffries et al. (2007) in which optical ($R_I$) photometry was used to highlight possible cluster members from their position in CMD space. Follow-up spectroscopic observations were made to identify the presence of Li and $H\alpha$ in addition to measuring radial velocities. A combination of all three diagnostics was used to assign final memberships.

**A8 NGC 2244**

X-ray members are from Wang et al. (2008) taken with the Chandra ACIS instrument. Cross-correlation against existing photometric studies showed that, when plotted in a $J – H, H – K_s$ colour–colour diagram, the majority of the X-ray sources occupy a space indicative of discless Class III objects. A significant fraction of sources were also identified as having a $K_s$-band excess and are thus believed to be pre-MS stars harbouring circumstellar discs. Additional IR excess sources are taken from Balog et al. (2007), who use Spitzer IRAC and MIPS observations to identify the Class I and Class II populations using IR colour–colour diagnostics.

**A9 NGC 2362**

Spectroscopic members are taken from Dahm (2005). He used a wide-field $H\alpha$ survey to identify probable cluster members which lie above the ZAMS in the $V, V – I, CMD$. Spectroscopic follow-up on these objects was used to ascertain the presence of strong Li and $H\alpha$ features. Spitzer IRAC photometry (Dahm & Hillenbrand 2007) was used in conjunction with existing $H\alpha$ emission data, optical ($VRI$) and near-IR $JHK_s$ photometry, and moderate-resolution spectroscopy to identify the disc-bearing population. X-ray members are from Damiani et al. (2006b) taken with the Chandra ACIS detector. They find that 88 per cent of the X-ray sources have optical counterparts that are good candidate low-mass pre-MS stars based on their position in the $V, V – I$, CMD.

**A10 NGC 6530**

X-ray members are taken from the Chandra ACIS observations of Damiani et al. (2004). Prisinzano et al. (2005) used these data, in conjunction with optical $BV_I$, photometry, to assign pre-MS status to approximately 90 per cent of the identified X-ray sources, based on their position in the $V, V – I$, CMD. Spectroscopic follow-up observations on a subset of cluster members were performed by Prisinzano et al. (2007) to measure $W_c(Li)$, $W_c(H\alpha)$ and radial velocities. These were combined with the X-ray catalogue to compile a list of cluster members. Extinction-free $Q$-indices were used, in conjunction with optical $BV_I$, and 2MASS $JHK_s$, photometry, to identify sources with near-IR excess (the $H\alpha$ spectra were used to differentiate between CTTS and WTTS).

Periodic variables are from the wide-field, high-cadence $I_s$-band variability study of Henderson & Stassun (2012).

**A11 NGC 6611**

Members are taken from the studies of Guarcello et al. (2007, 2009). Guarcello et al. (2007) compiled a multiband photometric catalogue including measurements in the optical $BV_I$, and near-IR 2MASS $JHK_s$ measurements. These were supplemented by Chandra ACIS X-ray observations (Linsky et al. 2007). Stars with circumstellar discs were identified using extinction-free $Q$-indices (Damiani et al. 2006a) using a combination of optical and near-IR colour indices. A lower $Q$-index limit corresponding to photospheric emission was computed using the MS colours of Kenyon & Hartmann (1995). Near-IR excess was identified on the basis that the $Q$-index is smaller than the photospheric limit by $3\sigma_Q$, where $\sigma_Q$ is the mean error in $Q$. Stars with circumstellar discs were then cross-correlated against the X-ray catalogue of Linsky et al. (2007). X-ray sources with neither an optical nor a 2MASS counterpart were not considered members. Furthermore, X-ray sources that appeared to lie in an area dominated by young foreground objects in a $V, V – I$, CMD were also classified as non-members. Guarcello et al. (2009) extended the membership list with Spitzer IRAC observations. Stars with circumstellar discs were identified using a combination of IRAC colour–colour diagrams and the extinction-independent $Q$-indices of Guarcello et al. (2007).
A12 NGC 7160

Members are based on the studies of Sicilia-Aguilar et al. (2004, 2005, 2006). An initial photometric cut was made in the V, V − I, CMD to rule out stars near or below the Siess et al. (2000) ZAMS, assuming an average extinction for all stars. This selection was further refined using optical (RIc) variability. Spectroscopic measurements of W(Li i) and W(Na i) were used to assign memberships to probable candidates. The spectroscopic observations were used to calculate spectral types and extinction for these sources. Final membership is based on the standard deviation (σ) from the average cluster extinction, which naturally relies on the adopted spectral typing and intrinsic colours. Retained members are those that lie within 1σ of the average extinction.

A13 σ Ori

Spectroscopic members are taken from Kenyon et al. (2005) and Burningham et al. (2005). In Kenyon et al. (2005), a photometric cut was made to select stars lying close to a 5 Myr BCAH98 isochrone in the range 14.8 ≤ i ≤ 18.2 in an I−(r−I) CMD. Spectroscopic follow-up was used to measure W(Li i), W(Na i) and radial velocities. Membership was assigned on the basis that the radial velocity and the gravity-sensitive Na i doublet measurements were coincident with the cluster mean, in addition that W(Li i) ≥ 0.2 Å. Similarly, Burningham et al. (2005) initially used a photometric cut to select possible candidate members; however, a broader selection (in terms of colour range for a given magnitude; see their fig. 1) was chosen to complement those already observed by Kenyon et al. (2005). Membership status was again based on radial velocities, W(Li i) and W(Na i). It was found that the broader photometric selection included no more additional members than the previous study of Kenyon et al. (2005), suggesting that photometric selection techniques do not exclude significant numbers of bona fide members. Members from Kenyon et al. (2005) were only used if they satisfied all selection criteria; however, only those with a membership probability greater than 80 percent were used from Burningham et al. (2005). Additional spectroscopic members are from Sacco et al. (2008) who use the criteria described in Section A5.

X-ray members are taken from Sanz-Forcada et al. (2004) using the XMM–Newton EPIC detector. Positions of X-ray sources have been cross-correlated against our optical photometric catalogue. Periodic and aperiodic variability members are from Cody & Hillenbrand (2010) based on high-precision, high-cadence I−band photometric monitoring.

As discussed in Jeffries et al. (2006), the pre-MS members of the σ Ori association are split into two kinematically distinct subgroups of different ages differentiated by their heliocentric radial velocities. At declinations less than δ2000 = −22°18′00″, the region is dominated by members of Group 2 (as described in Jeffries et al. 2006). From the membership selections used above, all but six stars lie in this region (these have subsequently been removed).

APPENDIX B: r2 FITTING – A MODEL FOR DEALING WITH POSSIBLE NON-MEMBER CONTAMINATION

A CMD of a given SFR, even after isolating the pre-MS using youth indicators, may contain some contamination from foreground or background sources that have not been rejected from the selection process. Therefore, a prescription is needed to deal with a possible non-member population which may influence the derived age when fitting for a pre-MS age using the r2 statistic. One way of dealing with this is to assume that a certain fraction of the stars in a given pre-MS population (as defined by the youth indicators) are actually non-members.

Starting from the original definition of r2, as defined in Naylor & Jeffries (2006),

\[ r^2 = -2 \sum_{i=1}^{N} \ln \int U_i(x_i, y_i) \rho(x, y) \, dx \, dy. \]  
\[ \text{(B1)} \]

Now consider a model distribution that comprises two components: one representing the cluster member model distribution (ρc) and the other signifying the non-member model distribution (ρn), such that \( \rho = \rho_c + \rho_n \). Then equation (B1) becomes

\[ r^2 = -2 \sum_{i=1}^{N} \ln \int U_i(x_i, y_i) \left[ \rho_c(x, y) + \rho_n(x, y) \right] \, dx \, dy. \]  
\[ \text{(B2)} \]

In regions away from the cluster sequence, it is assumed that \( \rho_c = 0 \) and \( \rho_n \) is a constant, i.e. the model is simply a uniform distribution comprised of non-member stars with no contribution from cluster members. Thus, far from the sequence, for the ith point

\[ r_i^2 = -2 \ln \rho_n \int U_i(x_i, y_i) \, dx \, dy \]

\[ = -2 \ln \rho_n, \]  
\[ \text{(B3)} \]

due to the normalization of the uncertainty function \( U \) (see Naylor 2009). This therefore defines a maximum value of \( r^2 \), which we shall call \( r^2_\text{max} \), and the constant can be expressed as \( \rho_n = e^{-0.5r^2_\text{max}} \).

Defining the fraction of the stars in the model CMD which are cluster members as \( \tilde{f} \), we can use the fact that the integral of the model distribution over the entire CMD is also unity (see Naylor 2009), so \( \tilde{f} \) can be written as

\[ \tilde{f} = \frac{\int \int \left[ \rho_c(x, y) + \rho_n(x, y) \right] \, dx \, dy}{\int \rho_n(x, y) \, dx \, dy} = 1 - Ae^{-0.5r^2_\text{max}}, \]  
\[ \text{(B5)} \]

where \( A \) is the area of the CMD. This can be re-arranged for a specific \( r^2 \), which represents the fraction of stars in the model CMD which are members, such that

\[ r^2 = -2 \ln \left( 1 - \frac{\tilde{f}}{A} \right). \]  
\[ \text{(B6)} \]

As way of an example, the model CMD for λ Ori extends approximately 10 mag in gWFC and 3.5 mag in (g−i)WFC. If we then assume that 80 percent of the stars in the sample of pre-MS objects are members, then \( r^2 \approx 10 \).

Practically, in the code, the integration from the brightest to the faintest star in the model CMD implies \( \int \int \rho_\text{c} \, dx \, dy = 1 \). This therefore modifies equation (B6), so that

\[ r^2 = -2 \ln \left( 1 - \frac{\tilde{f}}{A} \right); \]  
\[ \text{(B7)} \]

however, provided that \( \tilde{f} \geq 0.5 \), the value of \( r^2 \) only changes by \( \approx 1.5 \).
There are two distinct points which need to be addressed concerning the implementation of a uniform background contamination population: (i) is the uniform contamination model distribution sufficient to model the non-uniform contaminating population and (ii) does the fraction of the contamination model distribution, relative to the member stars, affect the derived age? To assess the effects of these points, we used λ Ori as an example. Concerning the first point, the fainter and bluer contamination of λ Ori was isolated in CMD space. A random selection of this contaminating population was added to the catalogue of members (varying from 0 to 40 per cent of the members) and the $\tau^2$ fitting statistic used to derive the pre-MS age for a given value of $\tau^2_c$. The best-fitting age was affected by less than 10 per cent as a result of increasing the contaminating population. For the second point, a fixed level of contamination was adopted and the value of $\tau^2_c$ varied from 10 to 1 in steps of 1. For each value of $\tau^2_c$, the pre-MS age was again derived and it was found that varying the level of the uniform background contamination also affects the best-fitting age by less than 10 per cent. Hence, whilst adopting a uniform background distribution of contaminating stars is unrealistic, the model implementing this description is sufficiently robust to derive reliable ages.

It is worth mentioning that the prescription presented here is mathematically equivalent to the soft-clipping scheme discussed in the original description of $\tau^2$ by Naylor & Jeffries (2006), as well as being analogous to the $n\sigma$ clipping scheme in the $\chi^2$ statistic. The subtle difference is that whereas in the $\chi^2$ statistic, data points that are clipped are assigned a zero probability, in the $\tau^2$ regime, these points are simply assigned a very low probability (equal to the constant $\rho_n$).
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