The Araucaria Project: accurate stellar parameters and distance to evolved eclipsing binary ASAS J180057-2333.8 in Sagittarius Arm

K. Suchomska,1* D. Graczyk,2,3 R. Smolec,4 G. Pietrzyński,1,3 W. Gieren,2,3 K. Stępień,1 P. Konorski,1 B. Pilecki,1,3 S. Villanova,3 I. B. Thompson,5 M. Górski,1,2 P. Karczmarek,1 P. Wielgórski1 and R. I. Anderson6,7

1Warsaw University Observatory, Al. Ujazdowskie 4, PL-00-478 Warsaw, Poland
2Millenium Institute of Astrophysics, Av. Vicuña Mackenna 4860, Santiago, Chile
3Departamento de Astronomía, Universidad de Concepción, Casilla 160-C, Concepción, Chile
4Nicolaus Copernicus Astronomical Centre, Bartycka 18, PL-00-716 Warsaw, Poland
5Carnegie Observatories, 813 Santa Barbara Street, Pasadena, CA 91101-1292, USA
6Department of Physics and Astronomy, The Johns Hopkins University, Baltimore, MD 21202, USA
7Département d’Astronomie, Université de Genève, 51 Ch. des Maillettes, 1290 Sauvann, Switzerland

Accepted 2015 April 28. Received 2015 April 26; in original form 2014 December 15

ABSTRACT
We have analyzed the double-lined eclipsing binary system ASAS J180057-2333.8 from the All Sky Automated Survey (ASAS) catalogue. We measure absolute physical and orbital parameters for this system based on archival V-band and I-band ASAS photometry, as well as on high-resolution spectroscopic data obtained with ESO 3.6 m/HARPS and CORALIE spectrographs. The physical and orbital parameters of the system were derived with an accuracy of about 0.5–3 per cent. The system is a very rare configuration of two bright well-detached giants of spectral types K1 and K4 and luminosity class II. The radii of the stars are $R_1 = 52.12 \pm 1.38$ and $R_2 = 67.63 \pm 1.40$ R$_\odot$ and their masses are $M_1 = 4.914 \pm 0.021$ and $M_2 = 4.875 \pm 0.021$ M$_\odot$. The exquisite accuracy of 0.5 per cent obtained for the masses of the components is one of the best mass determinations for giants. We derived a precise distance to the system of 2.14 ± 0.06 kpc (stat.) ± 0.05 (syst.) which places the star in the Sagittarius–Carina arm. The Galactic rotational velocity of the star is $\Theta_z = 258 \pm 26$ km s$^{-1}$ assuming $\Theta_0 = 238$ km s$^{-1}$. A comparison with PARSEC isochrones places the system at the early phase of core helium burning with an age of slightly larger than 100 million years. The effect of overshooting on stellar evolutionary tracks was explored using the MESA star code.
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1 INTRODUCTION
The analysis of binary star systems is a very important part of astrophysics. Calculations of their orbits allow us to directly determine the masses of their components, which also gives us a chance to estimate other physical parameters. Moreover, analysis of eclipsing binary systems can provide the absolute values for the numerous physical parameters of stars, which are essential for testing stellar structure and evolutionary models. In particular, the SB2 eclipsing binary systems allow us to directly determine those parameters with a requisite accuracy (Torres, Andersen & Gimenez 2010). From both photometric and spectroscopic data, we can measure very accurate distance-independent stellar parameters such as stellar masses, radii, luminosities and effective temperatures.
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In this paper we present the first determination of the physical and orbital parameters of the double-lined detached eclipsing binary system from the All Sky Automated Survey (ASAS) identified as ASAS J180057-2333.8 (hereafter ASAS1800) by Pojmanski (2002). The star is also catalogued as TYC 6842-1399-1 and 2MASS J18005707-2333420, and classified as a detached binary system in the ACVS catalogue. Its V magnitude at maximum brightness is 10.19 (Pojmanski 2002) and the amplitude of photometric variations in the V band is 0.47 mag. It has a circular orbit with a period of 269 d. The system contains two evolved giants. It is located in the Galactic disc ($b = -0\degree$) and has not been spectroscopically analysed before. Such systems are very rarely found (e.g. Helminiak et al. 2015) in our Galaxy. Although it is relatively young, the binary system is composed of well-detached bright giant stars. Late-type eclipsing binary systems are one of the best candidates for distance determinations (Thompson et al. 2001; Pietrzyński et al. 2013). The precision of our distance determination to this eclipsing...
binary (total error of ∼4 per cent) rivals those obtained from interferometric parallaxes of Galactic masers (e.g. Xu et al. 2012, their table 1) at comparable distances. In this paper we focus on a precise determination of physical parameters of the system, its distance and space kinematic properties and a discussion of evolutionary status. Absolute dimensions of both components are used in discussion of ASAS1800’s evolutionary status. We begin with a presentation of the data collection and analysis followed by a description of our results. In the last section we present our conclusions.

2 OBSERVATIONS

2.1 Photometry

For our analysis of ASAS1800 we used the archival V-band and I-band photometry from the ACVS (Pojmański 2000). A total of 887 and 266 measurements were obtained in the V band and the I band, respectively, and the data coverage for the light curve for this system is complete in both filters. The primary eclipse is total. The time span of the observations for the V band is 3189 d (JD 245 1949 to JD 245 5138) and 1675 d for the I band (JD 245 2228 to JD 245 3957). The magnitude in the K band was taken from 2MASS catalogue and is K = 5.917 mag (Cutri et al. 2003). The observation was made at an orbital phase of φ = 0.125, well separated from either eclipse.

2.2 Spectroscopy

The high-resolution spectra were collected with the ESO 3.6 telescope at La Silla Observatory, Chile equipped with the HARPS spectrograph, as well as with the Euler 1.2 m telescope at La Silla, Chile, equipped with the CORALIE spectrograph. The resolution of the CORALIE spectrograph is ~50 000. The HARPS spectrograph was used in the EGGS mode at a resolution of ~80 000. For our analysis we used 14 spectra in total, 12 of which were taken with the HARPS spectrograph and 2 spectra with CORALIE.

3 ANALYSIS AND RESULTS

In order to derive absolute physical and orbital parameters for the system, we used the Wilson–Devinney code (WD), version 2007 (Wilson & Devinney 1971; Wilson 1979, 1990; van Hamme & Wilson 2007), equipped with the automated differential correction (DC) optimizing subroutine and Monte Carlo simulation package. The WD code allows us to simultaneously solve multiband light curves and radial velocities which is recommended as the best way to obtain a consistent model of a binary system van Hamme & Wilson (2007). We also used RA VESPAN software written by Pilecki, Konorski & Górski (2012) for measuring radial velocities, as well as for spectrum disentangling, used in further analysis.

3.1 Radial Velocities

The RA VESPAN code uses the Broadening Function formalism (Rucinski 1992, 1999) to measure radial velocities of the components of the binary. Template spectra were selected from the synthetic library of LTE spectra of Coelho et al. (2005). We calculated the components’ radial velocities over the wavelength range 4360–6800 Å, excluding atmospheric and strong hydrogen lines. The resulting radial velocity curve is presented in Fig. 1, and the measured radial velocities are presented in the Table 1. The components differ in systemic velocity, and we applied a correction of $v_{sys} = -175 \text{ m s}^{-1}$ to the radial velocities of the secondary component in order to obtain an accurate radial velocity solution. Such a shift can be caused either by a differential gravitational redshift between the stars or due to large-scale convective motions (e.g. Torres, Claret & Young 2009).

We also determined the rotational velocities of both components in order to compare them with the expected synchronous velocities. We determined rotational velocities using the RA VESPAN code, fitting to rotationally broadened profiles. The measured broadenings are $v_{M1} = 11.02 \pm 0.16 \text{ km s}^{-1}$ and $v_{M2} = 14.84 \pm 0.28 \text{ km s}^{-1}$. To determine $v_{sin i}$ we also had to take into account the macroturbulence and instrumental profile contribution to our earlier measurements. In order to estimate those values we used the relation presented in Massarotti et al. (2008, see their equation 1) and Takeda, Sato & Murata (2008) ($v_{sin i} = 0.42 \xi_{RT}$). The measured velocity is linked with rotational velocity through the relation:

$$v_i^2 = v_{rot}^2 + (0.42 \xi_{RT})^2 + v_I^2,$$

where $\xi_{RT}$ is the radial–tangential macroturbulence and $v_I$ is the instrumental profile broadening. We estimated the macroturbulence to be $v_{rot} = 3.20 \text{ km s}^{-1}$ and $v_{rot} = 2.61 \text{ km s}^{-1}$. The instrumental profile was estimated to be $v_I = 2.25 \text{ km s}^{-1}$, assuming the resolution of the HARPS spectrograph in EGGS mode to be $R = 6553.637$. The measured velocities are presented in the Table 1.

Table 1. Radial velocity measurements. Typical uncertainty is 40 m s$^{-1}$.

<table>
<thead>
<tr>
<th>HJD</th>
<th>$v_1$ (km s$^{-1}$)</th>
<th>$v_2$ (km s$^{-1}$)</th>
<th>Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2450000</td>
<td>-36.806</td>
<td>1.770</td>
<td>HARPS</td>
</tr>
<tr>
<td>5448.489</td>
<td>5449.551</td>
<td>-37.554</td>
<td>2.520</td>
</tr>
<tr>
<td>5467.512</td>
<td>-47.416</td>
<td>12.664</td>
<td>12.664</td>
</tr>
<tr>
<td>5478.538</td>
<td>-51.214</td>
<td>16.369</td>
<td>16.369</td>
</tr>
<tr>
<td>5479.514</td>
<td>-51.498</td>
<td>16.601</td>
<td>16.601</td>
</tr>
<tr>
<td>5499.502</td>
<td>-51.982</td>
<td>17.304</td>
<td>17.304</td>
</tr>
<tr>
<td>5500.499</td>
<td>-51.831</td>
<td>17.005</td>
<td>17.005</td>
</tr>
<tr>
<td>5502.511</td>
<td>-51.492</td>
<td>16.653</td>
<td>16.653</td>
</tr>
<tr>
<td>6214.502</td>
<td>-3.458</td>
<td>-31.415</td>
<td>31.415</td>
</tr>
<tr>
<td>6448.689</td>
<td>15.524</td>
<td>-50.835</td>
<td>50.835</td>
</tr>
<tr>
<td>6449.830</td>
<td>15.196</td>
<td>-50.472</td>
<td>50.472</td>
</tr>
<tr>
<td>6540.847</td>
<td>14.856</td>
<td>-50.261</td>
<td>50.261</td>
</tr>
<tr>
<td>6553.637</td>
<td>-50.404</td>
<td>15.572</td>
<td>15.572</td>
</tr>
</tbody>
</table>
$R = 80\ 000$ and using a relation given in Takeda et al. (2008). With these assumptions, we estimated the rotational velocities to be $v_\text{rot} = 10.31 \pm 1.16$ and $v_\text{rot} = 14.44 \pm 1.28 \text{ km s}^{-1}$. Assuming that the rotation axes are perpendicular to the orbit and the rotation is synchronized with orbital motion, the expected equatorial, rotational velocities are $v_\text{rot} = 9.79 \text{ km s}^{-1}$ and $v_\text{rot} = 12.71 \text{ km s}^{-1}$. We calculated $v$ using a formula:

$$v = \frac{2\pi R}{P},$$

(2)

where $R$ is the radius of a component and $P$ is the orbital period of the system. The measured rotational velocities are consistent with the expected synchronous velocities within $0.5\sigma$ and $1.4\sigma$ for the primary and secondary components, respectively. We conclude that the components are rotating synchronously.

### 3.2 Spectral disentangling and atmospheric analysis

The spectral disentangling was done using a method outlined by González & Levato (2006). We used the two-step method described in detail in Graczyk et al. (2014) to derive properly renormalized disentangled spectra. These spectra were used for deriving the basic atmospheric parameters of effective temperature $T_\text{eff}$, gravity log $g$, microturbulence $v_\text{t}$, and metallicity [Fe/H] assuming the local thermodynamical equilibrium and using program moog (Sneden 1973).

Details of the method are given in Marino et al. (2008) and the line list in Villanova, Geisler & Piotto (2010). Values of these parameters are presented in Table 2. The derived effective temperatures of both components were used in the WD model and to calculate interstellar reddening.

Taking into account the metallicity determination uncertainty and additional inaccuracies connected with spectra disentangling and renormalization, the difference in the metallicities of both components can be neglected (Table 2). Therefore, we can assume that the components have common metallicity within the margin of error. In our analysis of the evolutionary status of ASAS1800 we assumed the metallicity of the system to be equal to the metallicity of the primary component – [Fe/H] = −0.14 dex (see Section 3.6).

### 3.3 Interstellar extinction

We estimated reddening based on several calibrations of $T_\text{eff} - (V - K)$ colour (di Benedetto 1998; Alonso et al. 1999; Houdashelt, Bell & Sweigert 2000; Ramírez & Meléndez 2005; Masana, Jordi & Ribas 2006; González Hernández & Bonifacio 2009; Cassgrande et al. 2010), using the values of $T_\text{eff}$ presented in Table 2. We determined $E(B - V) = 0.525 \pm 0.035$ mag. The errors on $E(B - V)$ result from the accuracy of our effective temperature determination (see Table 2) and from the accuracy of the adopted effective temperature–colour calibrations.

We also determined the interstellar extinction from the calibration of effective temperature–$(V - I)$ colour. From the effective temperature–$(V - I)$ colour calibrations of Worthey & Lee (2011) we estimated the intrinsic $(V - I)$ colours of each component.

### Table 2. Atmospheric parameters of the components.

<table>
<thead>
<tr>
<th>Component</th>
<th>$T_\text{eff}$ (K)</th>
<th>[Fe/H]</th>
<th>log g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>$4535 \pm 70$</td>
<td>$-0.14 \pm 0.1$</td>
<td>1.88</td>
</tr>
<tr>
<td>Secondary</td>
<td>$4240 \pm 70$</td>
<td>$-0.27 \pm 0.1$</td>
<td>1.93</td>
</tr>
</tbody>
</table>

These colours were then compared with the observed colours of the components to estimate the $E(V - I)$ extinction. We estimated the reddening $E(V - I)$ for both components and then transformed it to $E(B - V)$ using

$$E(B - V) = \frac{E(V - I)}{1.399}.$$  

(3)

The mean value of the reddening was $E(B - V) = 0.609 \pm 0.042$.

Finally, we used extinction maps of Schlegel, Finkbeiner & Davis (1998) with the recalibration of Schlafly & Finkbeiner (2011) to estimate the reddening in the direction of ASAS1800. The total foreground reddening in this direction is $E(B - V) = 26.597$ mag. Since the reddening to ASAS1800 is only a fraction of this number, we have to assume a distribution of dust within the Milky Way and to know the distance to our system. The simple axisymmetric model of the exponential disc gives a density of matter within the Galaxy:

$$\rho(r, z) = \rho_0 \exp(-r/r_d - |z|/z_d).$$

(4)

where $r_d$ and $z_d$ are the disc scalelength and scaleheight, respectively. We adopted the following values from Drimmel & Spergel (2001): Sun’s height in the Galactic disc $h_0 = 0.015$ kpc, $r_d = 3.2$ kpc and $z_d = 0.135$ kpc. The Galactic coordinates of ASAS1800 are $l = 6.37$ and $b = -0.23$. Moreover, we assumed the solar distance to the Milky Way centre to be $R_\odot = 8.3$ kpc (Gillesen et al. 2009) and the distance to ASAS1800 to be $D = 2.16$ kpc (Section 3.8). We assumed a Milky Way disc truncation at $D_\text{outer} = 20$ kpc. Writing $r$ and $z$ as distances of function $d$ from the Sun in the direction of ASAS1800 we obtain $d(r) = \sqrt{(R_\odot^2 + d^2 - 2R_\odot d \cos l)}$ and $z(d) = [h_0 + d \sin b]$. Substituting those functions into equation (4) we obtain the relation $\rho = \rho(d)$. We numerically integrated this relation along the line of sight twice: from 0 to $D$, corresponding to the reddening of the eclipsing binary, and from 0 to $D_\text{outer}$, corresponding to the foreground reddening. The ratio gives $E(B - V)_{\text{ASAS1800}} = 0.440 \pm 0.057$ mag.

We adopt a final value of $E(B - V) = 0.52 \pm 0.07$, the mean value from all our estimates. The error is a combination of both statistical and systematic error, dominated by the statistical error.

### 3.4 Modelling

The WD code is based on Roche lobe geometry and employs a sophisticated treatment of stellar surface physics. It fits a geometric model of a detached eclipsing binary to a light curve in order to establish parameters of the system and its components. The orbital period and the moment of primary minimum were derived from the ACVS data. We measure $P = 269.363$ d and $T_0 = 2452.7285$. The moment of the primary minimum ($T_0$) was later adjusted during the further analysis. The average out-of-eclipse magnitudes were established taking into account all of the observational data outside of minima. We measure $V = 10.319$ mag and $I = 8.231$ mag. Since the primary eclipse is total we were also able to directly determine the magnitudes of the components: $V_s = 11.097$ and $I_s = 8.935$ for the secondary, and $V_p = 11.061$ and $I_p = 9.071$ for the primary. We refer to the primary component as the star which is being eclipsed in the deeper, primary minimum.

We simultaneously fitted two light curves, in the $I$ band and $V$ band, as well as the radial velocity curves. The input parameters for the DC subroutine were chosen as described in Graczyk et al. (2012). When using the WD code, it is important to carefully define which parameters are adjustable in order to arrive at the best-fitting model. In our analysis we decided to adjust the orbital semimajor axis ($a$), systematic radial velocity ($\gamma$), the orbital inclination ($i$),...
the average surface temperature of the secondary component \((T_2)\),
the modified surface potential of both components \((\Omega_1, \Omega_2)\),
the mass ratio \((q = M_2/M_1)\), time of the primary minimum \((T_0)\),
the observed orbital period \((P_{\text{obs}})\) and the relative luminosity
of the primary component in the two bands \((L_{1'}, L_{1''})\).

To set the effective temperature scale for each component,
we ran the \(\text{wd}\) code with the initially assumed temperature of
\(T_1 = 4700\ \text{K}\) assuming a spectral type of K0 III. From the preliminary
solutions obtained from the \(\text{wd}\) code we derived approximate
surface gravities for the components of the binary of \(\log g_1 = 1.7\)
and \(\log g_2 = 1.4\), as well as luminosity ratios in the \(V, I\) and \(K\) bands.
The resulting luminosity ratios together with reddening \(E(B-V)\)
\(\text{(Section 3.3)}\) were used to obtain the dereddened \((V-K)\) colour index. The 2MASS magnitudes were converted on to the Johnson
photometric system using updated transformation equations from
Carpenter \((2001)\)\(^1\) and Bessell & Brett \((1988)\) (Table 3). Knowing
the approximate \(\log g_1 = 1.7\), the dereddened \((V-K) = 2.61\) and
assuming \([\text{Fe/H}] = 0\) dex, we were able to estimate preliminary effective temperatures of the components based on the calibrations
given by Worthey & Lee \((2011)\). The resulting effective temperature
was set as the temperature of the primary \(T_1 = 4550\ \text{K}\). We used
this value as a starting point for our analysis and then iterated to
find the best solution for both the \(V\)-band and \(I\)-band light curves
using the LC subroutine of the \(\text{wd}\) code. All free parameters were
adjusted at the same time.

The albedo and gravity brightening parameters were set to 0.5
and 0.32, respectively, which are appropriate values for those kind
of stars \((\text{Lucy 1967})\). To compute the limb-darkening coefficients
we used the logarithmic law of Klinglesmith & Sobieski \((1970)\).
Those coefficients were calculated internally by the \(\text{wd}\) code during
each iteration of DC using tabulated data computed by van Hamme
\((1993)\). Additionally, we calculated models using the linear and
square root limb-darkening law. However, that resulted in a slightly
worse fit to the light curves, changing the stellar parameters of the
system by less than 0.5 per cent. Thus, we adopted the solution
obtained with fixed coefficients of the logarithmic limb-darkening
law \((\text{Pietrzyński et al. 2013})\).

At the end of the fitting procedure we additionally adjusted the
third light \((I_3)\) to determine its impact on the solution. Formally,
the solution suggested an unphysical value for \(I_3\), and we therefore set
\(I_3 = 0\) in our final solution

The solution, especially the luminosity ratio of the components,
was used to renormalize the disentangled spectra. Subsequently,
the atmospheric analysis was performed in order to obtain a better
estimation of the temperatures of the components and their metal-
licities (see Section 3.2). We derived effective temperatures of
\(T_1 = 4535 \pm 70\ \text{K}\) and \(T_2 = 4240 \pm 70\ \text{K}\) and metallicities of \([\text{Fe/H}]_1 =
-0.14 \pm 0.1\ \text{dex}\) and \([\text{Fe/H}]_2 = -0.27 \pm 0.1\ \text{dex}\). We then adopted
\(T_1\) as the new effective temperature of the primary component and
we repeated the fitting using the DC subroutine of the \(\text{wd}\) code.

\(^1\) http://www.astro.caltech.edu/~jmc/2mass/v3/transformations/
3.6 Evolutionary status of ASAS1800

In this section we compare the physical parameters of ASAS1800 (Table 5) with results of stellar evolution calculations. We assume that the components of the system have common metallicity, equal to the metallicity of the primary ($-0.14$), or possibly 1σ higher ($-0.04$). As we show below, lower metallicities lead to serious disagreement between the models and observations. In this initial study we also assume that the masses of ASAS1800, as determined in Table 5, are exact. In Fig. 4 we plot the PARSEC isochrones (Bressan et al. 2012) for the two metallicities considered. The isochrone was selected to minimize the $\chi^2$ function including luminosities, effective temperatures and radii of the two components. Model values were calculated at the mass points corresponding to the masses of the ASAS1800 components (filled circle and filled square for primary/secondary in Fig. 4).

The comparison with the PARSEC isochrones places the system at the early phase of core helium burning. The agreement with isochrones is not satisfactory, however. It is better for higher metallicity, but still the primary component is underluminous and the secondary component is too cool and/or underluminous. We note, however, that the PARSEC isochrones are available for only one fixed set of overshooting parameters, which strongly affect the evolutionary calculations. Below, we express the extent of overshooting as a fraction of the local pressure scale height, $\beta \times H_p$. Both the overshooting from the hydrogen burning core during main-sequence (MS) evolution ($\beta_{H}$) and overshooting from the convective envelope ($\beta_{env}$) affect the extent and the luminosity of the helium burning loops (Alongi et al. 1991). In PARSEC models, in the mass range considered, these are fixed at $\beta_{H} = 0.5$ and $\beta_{env} = 0.7$ across the border of the convective zone determined with the Schwarzschild criterion. In the calculations described below, the extent of overshooting is measured above/below the border of the convective region, which is a more common approach. The resulting overshoot parameters roughly correspond to half of those adopted in PARSEC (see discussion in section 2.6 in Bressan et al. 2012).

To explore the effect of the overshooting on stellar evolutionary tracks we used MESA star – a publicly available stellar evolution code (release 6208; Paxton et al. 2011, 2013). Details of the code setup will be described elsewhere (Smolec et al. in preparation), here we summarize the most important settings. We use OPAL opacities and adopt the Asplund et al. (2009) solar distribution of heavy elements. Convection is modelled with the mixing length formalism (Bohm-Vitense 1958) with the mixing length parameter resulting from calibration of the solar model ($\alpha = 1.78$). The convective boundaries are determined with the Schwarzschild criterion. We account for the overshooting above the border of hydrogen burning core, above the border of helium burning core ($\beta_{H} = 0.01$, fixed), and below the border of the convective envelope. We neglect rotation, element diffusion (except in solar calibration), and mass-loss. For each component of ASAS1800 we fix the mass (Table 5) and compute the evolution from the pre-MS until the late asymptotic giant branch phase. Our small model grid consists of two metallicity values, $-0.14$ and $-0.04$, eight values of $\beta_{H}$, $\beta_{H} \in [0.1, 0.12, 0.14, 0.16, 0.18, 0.20, 0.22, 0.24]$, and two values of $\beta_{env}$, $\beta_{env} \in [0.0, 0.35]$. Along each pair of tracks (for the two components) we determined the models that minimize $\chi^2$ function including effective temperatures, luminosities and radii of the two components, at the same age. We first assume that the two components experienced the same extent of mixing at the edge of hydrogen burning core during their evolution, and hence have the same value of $\beta_{H}$, and then allow for a difference in $\beta_{H}$. In Figs 5 and 6 we show our best solutions for the described two assumptions. In the four panels of these figures we show the models with (top) and without (bottom) overshooting from the convective envelope ($\beta_{env} = 0.35$ or $\beta_{env} = 0.$) and adopting lower (left) and higher (right) metallicity values ($[\text{Fe/H}] = -0.14$ or $[\text{Fe/H}] = -0.04$).

We first analyse the models assuming the same values of $\beta_{H}$ for the primary and secondary, Fig. 5. For higher metallicity (right-hand panels) the helium burning loops become less luminous and the tracks shift towards lower effective temperatures. Consequently, the higher metallicity ($[\text{Fe/H}] = -0.04$), together with the
smaller extent of overshooting from the hydrogen burning core, mitigates the problems of an underluminous primary and a too cool/underluminous secondary, noted in the analysis of the PARSEC isochrones. The inclusion of the envelope overshoot in the models has two apparent effects on the tracks. It increases the vertical extent of the loops and decreases their overall luminosity. Hence, in the models including envelope overshooting, a larger extent of overshooting at the hydrogen burning core is possible. We note that the matter that overshoots the convective envelope boundary faces a stabilizing stratification gradient. Whether the significant mixing is possible in such case is a subject of debate (Pietrinferni et al. 2004; Bressan et al. 2012). Modelling of evolved binary systems offers the best opportunity to test mixing scenarios at the bottom of the convective envelope.

The best models displayed in Fig. 5 are those with overshooting from the convective envelope ($\beta_{\text{env}} = 0.35$) and have $\beta_{\text{H}} = 0.18$ (Fig. 5, top). The solutions assuming $\beta_{\text{H}} = 0.16$ are only slightly worse. When envelope overshoot is neglected, lower values of $\beta_{\text{H}}$
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Figure 6. The same as Fig. 5 but for models assuming different values of overshooting from the hydrogen burning core for the primary and secondary.

(≈0.14–0.16) are necessary. Clearly, the best models have higher metallicity. The inferred system’s age, given in Fig. 5, is very similar for all models, log(age) is within a narrow range from 8.007 to 8.021. As expected, the age is slightly larger for higher metallicity models (see e.g. Salaris & Cassini 2006). Also, larger the extent of overshooting from the hydrogen burning core, longer the MS evolution.

We note that for the best models in Fig. 5 we nearly match the luminosity of the secondary, but that the primary component is still before the observed position. Hence, we can get much better agreement between the models and observations assuming different values of overshooting from the hydrogen burning core during the MS evolution. A lower value of $\beta_H$ for the secondary slows down its evolution (extends the MS phase) and allows a much better match of the system with observations at the helium burning phase – Fig. 6. An overshooting parameter higher by 0.02–0.04 for the secondary allows very good fits. The best are obtained for higher metallicity models (as in Fig. 5). This time the models that neglect the overshooting from the convective envelope seem slightly better. The inferred ages are very similar to those reported in Fig. 5. Our model that matches observations best (Fig. 6, bottom right), assumes $\beta_H = 0.16$ for the primary and $\beta_H = 0.18$ for the secondary and places the system at the early helium burning phase.

The different extent of overshooting adopted for the components of the eclipsing binary system, with nearly equal masses and metallicities of the components, might appear unjustified. We note, however, that an overshooting parameter expresses our ignorance about all kinds of mixing processes that may occur at the edge of the convective core. In particular, rotation leads to additional mixing, the extent and efficiency of which depend on the rotation rate (Maeder & Meynet 2000; Anderson et al. 2014). We see no reason to assume that the initial rotation rate was the same for two stars.

We conclude that ASAS1800 is at early phases of core helium burning. The age of the system is slightly larger than 100 Myr. The models favour a metallicity that is close to solar in value.

3.7 Tidal evolution of the system

The observations indicate that the orbit of ASAS1800 is circular and rotation of both components is fully synchronized with the orbital period, which means that the memory of the initial values of these parameters is at present entirely forgotten. To check if this fact agrees with the predictions of the tidal evolution theory of binary stars, we assume that the binary evolves as an isolated system with conserved total mass and angular momentum.

The tidal circularization and synchronization time-scales are (Zahn 1989; Meibom, Mathieu & Stassun 2006)

$$\tau_{\text{circ}} = \frac{t_f}{2\lambda_{\text{circ}} q (1 + q) \left( \frac{a}{R} \right)^{8}},$$

$$\tau_{\text{sync}} = \frac{t_f}{6\lambda_{\text{sync}} q^2 M R^2 \left( \frac{a}{R} \right)^6},$$

where $M$, $R$ and $I$ are, respectively, mass, radius and moment of inertia of the tidally distorted component, $q$ is the mass ratio (with $M$ in the denominator), $t_f$ is the viscous dissipation time, $\lambda_{\text{circ}}$ and $\lambda_{\text{sync}}$ are constants that depend on the internal structure of a star. Both time-scales depend on a high power of the ratio of star separation to stellar radius. This ratio was of the order of $10^2$ when the binary was on the MS, resulting in both time-scales much longer than the
MS lifetime of the components. Thus, the mutual tidal interaction at that evolutionary stage can be neglected. Substantially stronger interaction is expected when both components moved to the red giant region. Presently, they are both past the red giant tip, burning helium in their cores. We note that the ratio of both time-scales for our binary is \( \tau_{\text{sync}} / \tau_{\text{circ}} \approx 25–30 \) for \( q \approx 1 \), \( \lambda_{\text{circ}} \approx \lambda_{\text{sync}} \) and \( I \approx 0.15M_R^2 \) (Rutten & Pyllyser 1988). That means that by the time the orbit becomes circularized, the components already rotate synchronously.

To follow the eccentricity change, detailed calculations of the circularization rate for an evolving binary are needed. Such calculations have been performed by several authors for different kinds of systems and upper limits for periods of fully circularized binaries were obtained. We use the data from the paper by Verbunt & Phinney (1995) who calculated the limiting period values for binaries composed of giants. For giant masses corresponding to ASAS1800 the limiting period is equal to 616 d (see their table 1). Because the period of ASAS1800, equal to 269 d, is significantly shorter than that value, we can conclude that the zero eccentricity of its orbit is to be expected.

This conclusion can additionally be verified by a direct estimate of the absolute value of \( \tau_{\text{circ}} \). We use to this purpose an approximation given by Verbunt & Phinney (1995)

\[
\frac{1}{\tau_{\text{circ}}} \equiv \frac{|\text{d} \ln e|}{|\text{d} t|} \approx 3.4 f \left( \frac{T_c}{4500} \right)^{4/3} M_{\text{env}}^{2/3} M^{-1} \left( \frac{R}{a} \right)^8 \text{yr}^{-1}.
\]

(9)

We assumed \( q \approx 1 \). If we additionally assume that the characteristic value of \( R/a \approx 0.2 \), the giant mass, the convection envelope mass \( M_{\text{env}} \approx M \), which is a good approximation for the first ascend giants, \( T_c \approx (T_1 + T_2)/2 \) and \( f \approx 1 \) (Zahn 1989), we obtain \( \tau_{\text{circ}} \approx 10^3 \) yr if tides on both components are taken into account. This is 1–1.5 orders of magnitude shorter than the lifetime of each component of ASAS1800 in the red giant phase so the orbit was efficiently circularized soon after the stars reached the red giant branch. Because the synchronization time-scale is still much shorter, as is shown above, the rotation of both components was synchronized even faster.

### 3.8 Distance to the system

To derive the distance we followed prescriptions given in Graczyk et al. (2012, 2014). We used \( V \)-band surface brightness (SF) – \((V - K)\) colour calibration measured by di Benedetto (2005) for Galactic late-type giant stars. The angular diameter of a star can be estimated using the formula:

\[
\phi[\text{mas}] = 10^{0.2(S - m_0)},
\]

(10)

where \( S \) is the surface brightness in a given band and \( m_0 \) is the dereddened magnitude of a star in this band. We can then directly derive the distance to the star by scaling the angular diameter:

\[
d[\text{pc}] = 9.2984 \cdot \frac{R[R_{\odot}]}{\phi[\text{mas}]}.
\]

(11)

The resulting distance to ASAS1800 is \( d = 2142.5 \pm 63.5 \) (stat.) \( \pm 53.3 \) (syst.) pc (Table 5). The main contribution to the statistical uncertainty are random errors connected with light-curve modelling by the \( w \) code (connected with a relatively large dispersion of ASAS light curves) and infrared photometry errors. Thus there is a significant room for improvement on the derived distance once high accuracy photometry will be available. The main contribution to the systematic error comes from the SF calibration itself. The total error budget is presented in Table 6.

### 3.9 Space position and velocity

The proper motion of the star is \( \mu_\alpha \cos \delta = +0.9 \pm 1.75 \) mas yr\(^{-1}\) and \( \mu_\delta = 0.67 \pm 1.71 \) mas yr\(^{-1}\) and was derived as weighted mean from three catalogues – PPMXl catalogue (Roeser, Demleitner & Schilbach 2010), UCAC4 catalogue (Zacharias et al. 2013) and SPM4.0 catalogue (Girard et al. 2011). This proper motion in Galactic coordinates is \( (\mu_\alpha \cos \delta, \mu_\delta) = (1.0 \pm 2.3, -0.5 \pm 0.7) \) mas yr\(^{-1}\) using the prescription given by Poleski (2013).

The calculated distance corresponds to a transverse velocity in Galactic coordinates of \( (10 \pm 24, -5 \pm 7) \) km s\(^{-1}\). To calculate Galactic space velocity components we used equations given in Johnson & Soderblom (1987) and we obtained \( (u, v, w) = (-19 \pm 3, 8 \pm 24, -4 \pm 7) \) km s\(^{-1}\). This velocity is not corrected for solar motion with respect to the local standard of rest (LSR). Taking into account the peculiar solar motion \((U_\odot, V_\odot, W_\odot) = (11.1 \pm 1.0, 12.2 \pm 2.0, 7.3 \pm 0.5) \) km s\(^{-1}\) (Schonrich, Binney & Dehnen 2010) and the circular speed of LSR in the Galaxy \( V_c = 238 \pm 9 \) km s\(^{-1}\) from Schonrich (2012) we obtain Galactocentric velocity components of ASAS1800 in the position of the sun \((U_1, V_1, W_1) = (-8 \pm 4, 258 \pm 26, 3 \pm 7) \) km s\(^{-1}\), where the errors are dominated by proper motion uncertainties. The Galactic space position of the star with respect to the sun is \((X, Y, Z) = (2.12, 0.26, -0.05) \) kpc. The Galactocentric distance of ASAS1800 is \( 6.16 \pm 0.40 \) kpc (assuming a distance to the Galactic centre \( R_0 = 8.28 \pm 0.38 \) kpc from Gillessen et al. 2009) and the Galactocentric longitude is \( \beta = 2.5 \pm 0.3 \) pc, placing the star in the Sagittarius–Carina arm (e.g. Sakai et al. 2012, their fig. 3).

### 4 SUMMARY AND CONCLUSIONS

We have obtained stellar parameters for the eclipsing binary ASAS1800. We measure a distance to the system of \( 2.14 \pm 0.06 \) (stat.) \( \pm 0.05 \) (syst.) kpc. The accuracy of the distance determination is 4 per cent, is slightly less accurate than distances obtained with the same method to Large/Small Magellanic Cloud binaries. This is due to much higher interstellar extinction, somewhat lower quality of the photometric light curve and infrared magnitudes transformations between photometric systems, leading to larger errors in the absolute dimensions and final distance. With better photometry and with an improved SF–colour relation it should be possible to measure 1.5–2 per cent distances to such individual systems. In a recent series of papers (Pietrzyński et al. 2009; Graczyk et al.

---

**Table 6.** Error budget of the distance moduli of the ASAS1800.

<table>
<thead>
<tr>
<th>Type of error</th>
<th>((m - M)) (mag)</th>
<th>(\sigma A) (mag)</th>
<th>(\sigma) (MonteCarlo) (mag)</th>
<th>(\sigma) diBenedetto (mag)</th>
<th>(\sigma E(R - V)) (mag)</th>
<th>(\sigma V) (mag)</th>
<th>(\sigma K) (mag)</th>
<th>((L_2/L_1)) (mag)</th>
<th>Combined error (mag)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical</td>
<td>11.655</td>
<td>0.003</td>
<td>0.049</td>
<td>-</td>
<td>0.024(^a)</td>
<td>0.0241</td>
<td>0.019</td>
<td>-</td>
<td>0.063</td>
</tr>
<tr>
<td>Systematic</td>
<td>11.655</td>
<td>-</td>
<td>-</td>
<td>0.043</td>
<td>-</td>
<td>0.03</td>
<td>0.01</td>
<td>0.053</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Combination of statistical and systematic error.
2012, 2014) we have shown that precision of 3 per cent is already routinely attainable for carefully selected late-type eclipsing binaries. As such they are a useful tool to probe the structure and the kinematics of the Galaxy. This technique is also an important and, moreover, independent way of testing future distance and parallax determinations which will be made by the GAIA mission.

Our results also demonstrate the strength of using observations of well-detached eclipsing binary systems in the testing of stellar evolution theory. Several such systems, with well-determined physical parameters, are known (e.g. Pietrzyński et al. 2013). Evolutionary calculations of evolved stars are sensitive to many parameters however, and definite conclusions require a thorough study, which is ongoing (Smolec et al. in preparation).
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