Comparative Performance of Supertree Algorithms in Large Data Sets Using the Soapberry Family (Sapindaceae) as a Case Study
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Abstract.—For the last 2 decades, supertree reconstruction has been an active field of research and has seen the development of a large number of major algorithms. Because of the growing popularity of the supertree methods, it has become necessary to evaluate the performance of these algorithms to determine which are the best options (especially with regard to the supermatrix approach that is widely used). In this study, seven of the most commonly used supertree methods are investigated by using a large empirical data set (in terms of number of taxa and molecular markers) from the worldwide flowering plant family Sapindaceae. Supertree methods were evaluated using several criteria: similarity of the supertrees with the input trees, similarity between the supertrees and the total evidence tree, level of resolution of the supertree and computational time required by the algorithm. Additional analyses were also conducted on a reduced data set to test if the performance levels were affected by the heuristic searches rather than the algorithms themselves. Based on our results, two main groups of supertree methods were identified: on one hand, the matrix representation with parsimony (MRP), MinFlip, and MinCut methods performed well according to our criteria, whereas the average consensus, split fit, and most similar supertree methods showed a poorer performance or at least did not behave the same way as the total evidence tree. Results for the super distance matrix, that is, the most recent approach tested here, were promising with at least one derived method performing as well as MRP, MinFlip, and MinCut. The output of each method was only slightly improved when applied to the reduced data set, suggesting a correct behavior of the heuristic searches and a relatively low sensitivity of the algorithms to data set sizes and missing data. Results also showed that the MRP analyses could reach a high level of quality even when using a simple heuristic search strategy, with the exception of MRP with Purvis coding scheme and reversible parsimony. The future of supertrees lies in the implementation of a standardized heuristic search for all methods and the increase in computing power to handle large data sets. The latter would prove to be particularly useful for promising approaches such as the maximum quartet fit method that yet requires substantial computing power. [Heuristic search; matrix representation with parsimony; MRP; MinCut; MinFlip; Sapindaceae; supertree.]

In the last decade, phylogenies comprising large numbers of taxa have often based on thousands of characters have been increasingly used to address evolutionary questions at all scales of time and space (e.g., Goloboff et al. 2009; Smith et al. 2009). Such questions encompass for instance the radiation and divergence time of numerous groups of organisms (e.g., Bininda-Emonds et al. 2007; Christin et al. 2008; Magallón and Castillo 2009) as well as the assessment of biodiversity patterns in the field of conservation biology (Forest et al. 2007). To date, two major groups of methods, supertrees and supermatrices, have been developed for the purpose of building these large phylogenies. Discussions over the pros and cons of these two approaches are still ongoing (Gatesy et al. 2002; Baker et al. 2009). Although there is a recent trend for evolutionary biologists to progressively give their preference to the supermatrix approach (e.g., Marjoram and Tavaré 2006), numerous recent studies have shown that in the presence of incomplete lineage sorting, the analysis of multilocus data might be problematic (Degnan and Rosenberg 2006, 2009) and authors have proposed that the supermatrix approach is in fact less accurate than the consensus of independent gene trees (Kubatko and Degnan 2007; Degnan et al. 2009). More refined methods to detect the correct species tree from a set of gene trees are being developed (Edwards and Gadek 2001; Degnan and Rosenberg 2009), but they currently lack generality to be used on a wide scale. The supertrees are thus still the approach of choice in many disciplines—for example, phylogeny (Salamin et al. 2002), taxonomy (e.g., Jones et al. 2002; Cardillo et al. 2004), and divergence time estimation (Bininda-Emonds et al. 2007).

The supertree methods that have been proposed cover a wide range of algorithms and optimality criteria. The relationships between these methods and their capacity to result in a solution similar to the supermatrix approach have not been extensively discussed and tested. Assuming that the supermatrix approach (and the resulting total evidence tree) is the best proxy is a prerequisite particularly needed because it is currently impossible to estimate the “true” phylogeny of a group based on empirical data. In this study, supertree methods are compared with the supermatrix approach to determine which methods behave in a similar fashion to the former.
Historically, the development of supertrees has arisen from a need to produce more inclusive phylogenies (e.g., Purvis 1995a; Bininda-Emonds et al. 1999; Wojciechowski et al. 2000; Jones et al. 2002; Salamin et al. 2002; Stoner et al. 2003; Cardillo et al. 2004; Price et al. 2005). The supertree framework enables the combination of partially overlapping phylogenetic trees obtained using different kinds of data (e.g., DNA, protein, morphology) and/or algorithms (e.g., parsimony, likelihood, distance). Since their first description by Gordon (1986), numerous supertree algorithms have been proposed with more than 14 methods described to date (see reviews by Sanderson et al. 1998; Bininda-Emonds et al. 2002; Bininda-Emonds 2004; Wilkinson, Cotton, et al. 2005; Cotton and Wilkinson 2007); the matrix representation with parsimony (MRP) approach is by far the most studied method and the most commonly used on empirical data sets.

Supertrees might be viewed as an extension of consensus techniques for the particular case of partially overlapping input trees. To better circumscribe the different tree-building algorithms, Wilkinson et al. (2001) classified the different supertree algorithms as either “direct” or “indirect.” Direct methods are very similar to consensus techniques whereby the supertree is directly derived from the input trees without an intermediate step or matrix expressing the relationships between taxa (i.e., MinCut [MC; Semple and Steel 2000]; modified MinCut [MMC; Page 2002]; gene tree parsimony [Cotton and Page 2003]). In contrast, indirect methods reduce the input trees to a matrix representation (MR) that is analyzed using an optimization criterion. Although the most widely used indirect method is by far the MRP (Baum 1992; Ragan 1992), at least five other indirect methods have been developed: MinFlip (Chen et al. 2003; Eulenstein et al. 2004), average consensus (AVCON; Lapointe and Cucumel 1997; Lapointe and Levasseur 2004), super distance matrix (SDM; Criccuito et al. 2006), most similar supertree (MSS; Creevey et al. 2004), and split fit, also known as matrix representation using compatibility (Sfit; Rodrigo 1993; Creevey and McInerney 2005; different from split fit as defined by Wilkinson, Cotton, et al. 2005).

Although the efficiency of supertree methods in inferring topologies in the context of missing data has been widely acknowledged (e.g., Bininda-Emonds et al. 1999; Lapointe et al. 1999; Jones et al. 2002; Chen et al. 2004; Price et al. 2005), supertrees have also been considerably criticized because they are not directly based on the raw data (e.g., Rodrigo 1993, 1996; Slowsinski and Page 1999; Novacek 2001; Springer and dejong 2001; Gatesy et al. 2002), in contrast to the supermatrix approach (hereafter referred to as total evidence [TE] sensu Kluge 1989). Nonetheless, as addressed by Bininda-Emonds et al. (2002, 2003), the loss of contact with the primary data is a necessary trade-off when looking for combining all possible sources of phylogenetic information. Several studies evaluated the accuracy of a range of supertree methods using simulations (e.g., Bininda-Emonds and Sanderson 2001; Chen et al. 2003; Eulenstein et al. 2004; Lapointe and Levasseur 2004) or empirical data sets (Salamin et al. 2002; Baker et al. 2009). However, most of them relied on a relatively small number of taxa, which do not reflect the aim of the supertree framework (i.e., reassemble single trees into wider phylogenies considering higher taxonomic levels). Therefore, it is timely to evaluate the performance of different supertree methods in the context of large empirical data sets.

Salamin et al. (2002) published the first empirical study in which the performance of MRP supertrees was compared with that of a TE tree using as case study the grass family (Poaceae). Here, we propose to compare the performance of 7 major supertree algorithms using a large empirical data set comprising taxa from the soapberry family (Sapindaceae). Since the first treatment of the family proposed by Radlkfofer (1933), the classification of Sapindaceae was highly debated (Muller and Leenhouts 1976; Umadevi and Daniel 1991; Thorne 2000). Recently, Buerki et al. (2009) published a worldwide molecular phylogeny of the family based on 8 markers and 154 samples representing more than 60% of the generic diversity. In this study, the authors recognized 4 subfamilies (Xanthoceroideae, Hippocastanoideae, Dodonaeoideae, and Sapindoideae) and pointed out a high level of para- or polyphyly at the tribal level and even contested the monophyly of several genera (Buerki et al. 2009, 2010). Several studies pointed out that the amplification of certain molecular markers in Sapindaceae is difficult because of the presence of several mutations in the flanking regions of widely used plastid and nuclear regions (e.g., matK, Harrington et al. 2005; internal transcribed spacer [ITS], Edwards and Gadek 2001). These mutations make difficult the compilation of multilocus data sets without missing data and the subsequent phylogenetic analyses. Buerki et al. (2009) maximized the overlap in the sequence data and proposed a data set without missing values to infer the worldwide phylogeny of Sapindaceae. In contrast, in the present study, we consider the full phylogenetic signal from 7 plastid and 1 nuclear regions for more than 200 taxa, which represents a suitable case study to challenge the performance of different supertree methods.

This work does not constitute an argumentation in favor or against supermatrix or supertree methods per se (for this purpose, see Baker et al. (2009) and references herein). Our main goal is to assess how comparable are the existing supertree methods in the topology they are returning by measuring the distance between the supertrees and the input trees and their topological relatedness to the TE tree. The use of a reference tree is recommended when performing comparative analyses in an empirical phylogenetic study such as the one presented here. Our selection of the TE tree as basis for this comparison was guided by the necessity to provide evolutionary biologists with indications of which currently used supertree inference methods might lead to phylogenetic tree estimates comparable to those obtained using standard phylogenetic analyses. Finally, this study also seeks to disentangle whether the different results observed between methods are caused by
the supertree algorithms themselves or by the underlying heuristic searches. We believe that our work brings a new perspective on large-tree building approaches using supertree methods.

**Material and Methods**

**Sampling and Sequence Data**

The sampling strategy covers 104 of the 141 currently recognized genera in the family (see Buerki et al. [2009] for a list of genera), including all subfamilies and tribes following the classic taxonomy of Radlkof er (1933) and Muller and Leenhouts (1976) and updates proposed by Buerki et al. [2009]. The ingroup comprises 240 samples of which 90 were newly produced for this study (online Appendix); the remaining samples correspond to the data set of Buerki et al. [2009]. Outgroup taxa included one species of Anacardiaceae (Sorindeia sp.; defined as outgroup in all analyses; Savolainen et al. 2000; Muellner et al. 2007), one species of Simaroubaceae (Harrisonia abyssinica), and one species of Meliaceae (Malleastrum sp.). Voucher information (including GenBank accession numbers) is provided in the online Appendix.

Seven plastid regions (coding regions *rpoB* and *mutK*, *trnL*: intron; intergeneric spacers *trnK*-*matK*, *trnD*-*trnT*, *trnL*-*trnF*, and *trnS*-*trnG*) and one nuclear region (ITS region comprising the *ITS1* and *ITS2* internal transcribed spacers and the 5.8S gene) were amplified. The primer information as well as the polymerase chain reaction and sequencing protocols are as in Buerki et al. [2009].

**TE Analysis**

**TE analysis.—**A supermatrix including all eight regions was built using CONCATENATE (Alexis Criscuolo, [http://www.supertriplets.univ-montp2.fr/PhyloTools.php](http://www.supertriplets.univ-montp2.fr/PhyloTools.php)). In the supermatrix, taxa for which no sequences were gathered for a given partition were coded as missing values for the corresponding cells. A maximum likelihood (ML) TE tree was reconstructed using the same algorithm as for the input trees (see below). A single-partition ML analysis was performed using RAxML version 7.0.0 (Stamatakis 2006) based on the general time reversible (GTR) model with 1000 rapid bootstrap analyses (Stamatakis et al. 2008) followed by the search of the best-scoring tree in one single run. This analysis was done using the facilities made available by the CIPRES portal in San-Diego, USA ([http://8ball.sdsc.edu:8888/cipres-web/home](http://8ball.sdsc.edu:8888/cipres-web/home)).

A second data set was compiled by deleting taxa with missing data (hereafter reduced data set) and using the same ML approach as above.

**Input Trees Reconstruction**

Phylogenetic analyses were performed using the ML criterion for each of the eight DNA partitions using the same ML and bootstrap analysis settings as for the TE analysis (see above), with models of DNA evolution as determined in Buerki et al. [2009]. For each partition, the ML bootstrap majority-rule consensus trees were used as input data for supertree reconstruction. In the case of AVCON and SDM methods, ML branch lengths were optimized on the topology based on the best-fit model by using PAUP* version 4.0b10 (Swofford 2002). The choice of a bootstrap consensus tree (rather than a fully resolved tree) as input tree was done to avoid a possible bias in the ability of the different algorithms to deal with fully resolved trees; particularly with input trees not associated with enough variation in the sequence data (e.g., the plastid *rpoB* coding region), for which a fully resolved topology obligatorily incorporates several random elements. Considering input trees with a resolution compatible with the level of polymorphism of the raw data was therefore a prerequisite to perform proper comparisons between the supertrees and the TE topology. In order to quantify the amount of resolution in the consensus trees, the consensus fork index (CFI; Colless 1981) was calculated using PAUP* version 4.0b10 (Swofford 2002). A normalized CFI of 1.0 indicates that the tree is fully resolved, whereas a lower value indicates the presence of polytomies. As for the TE tree, the reduced data set input trees were obtained by deleting taxa with missing data and analyzing the reduced data set following the same approach as above.

**Supertree Reconstruction**

Based on the input trees, supertrees were reconstructed using the seven following methods (the criterion used to find the best tree is indicated in parentheses): MRP (parsimony), MinFlip (flip), Sfit (compatibility), AVCON (distance), MSS (distance), SDM (distance), and MinCut (direct method without optimality criterion used).

MRP analyses were performed according to both Baum and Ragan (Baum 1992; Ragan 1992; hereafter “BR”) and Purvis (1995b; hereafter “PU”) MR coding schemes. For each coding scheme, 6 binary matrices were constructed using the program SuperTree 0.85b (Salamin et al. 2002), according to the type of parsimony (reversible, hereafter “rev,” and irreversible, hereafter “irrev”) and weighting procedure (unweighted; weighted by the inverse of the number of nodes present in each source tree, hereafter “nodes”; weighted by the bootstrap support of each node, hereafter “boot”); for more details, see Ronquist 1996; Bininda-Emonds and Bryant 1998; Salamin et al. 2002). The parsimony analyses were performed using the heuristic algorithm implemented in PAUP* version 4.0b10 (Swofford 2002) as follows: random addition sequence (nreps = 20), tree-bisection-reconnection branch swapping, STEEP-EST and MULTREES options in effect, and an unlimited value for MAXTREES. Equally most-parsimonious solutions were summarized using a strict consensus tree.

For the MinFlip approach (Eulenstein et al. 2004), the two unweighted BR and PU matrices calculated for MRP were used. The matrices were analyzed with Chen’s heuristic supertree software (Chen et al. 2004;
implemented in T-Rex (Makarenkov 2001). This method approach proposed by Makarenkov and Lapointe (2004) as also estimated based on the weighted least-squares approach (hereafter, AVCON FITCH), implemented in FITCH (PHYLIP package, v.3.6; Felsenstein 1993), and the neighbor-joining (NJ) algorithm (hereafter, AVCON NJ), implemented in PAUP* version 4.0b10 (Swofford 2002).

The MinCut approach (MC; Semple and Steel 2000) and modified MinCut (MMC; Page 2002) analyses were computed using RAINBOW (Chen et al. 2004).

One particularity of the SDM method lies in the possibility of performing two kinds of reconstructions (Criscuolo et al. 2006): medium level SDM (hereafter MSDM) and supertree SDM (hereafter SSDM). The MSDM is somewhat situated at the interface between TE and supertree approaches. Here, DNA-based distance matrices (computed with the K2P model according to the authors) are used as input data and an SDM is reconstructed following the modified average consensus approach proposed by Criscuolo et al. (2006). Distance matrices were reconstructed for each partition using PAUP* version 4.0b10 (Swofford 2002) and the SDM was reconstructed using a Java script (Criscuolo et al. 2006). This matrix was subsequently analyzed based on the least-squares criterion using FITCH (PHYLIP package, v.3.6; Felsenstein 1993). In the SSDM approach, the SDM was reconstructed using input trees on which branch lengths were optimized (see above) and analyzed following the same procedure as the MSDM. Missing data from the SSDM matrix were estimated with the four-point method instead of the ultrametric estimation (both proposed in CLANN; Creevey and McInerney 2005) based on input trees on which branch lengths were optimized (see above) and the missing data were estimated with the four-point method. The choice of the four-point method instead of the ultrametric estimation (both proposed in CLANN; Creevey and McInerney 2005) was motivated by Landry et al. (1996) who demonstrated that the former provided more accurate results than the latter. The average path-length distance matrix was analyzed through both the least-squares algorithm (hereafter, AVCON FITCH), implemented in FITCH (PHYLIP package, v.3.6; Felsenstein 1993), and the neighbor-joining (NJ) algorithm (hereafter, AVCON NJ), implemented in PAUP* version 4.0b10 (Swofford 2002).

The MinCut approach (MC; Semple and Steel 2000) and modified MinCut (MMC; Page 2002) analyses were computed using RAINBOW (Chen et al. 2004).

One particularity of the SDM method lies in the possibility of performing two kinds of reconstructions (Criscuolo et al. 2006): medium level SDM (hereafter MSDM) and supertree SDM (hereafter SSDM). The MSDM is somewhat situated at the interface between TE and supertree approaches. Here, DNA-based distance matrices (computed with the K2P model according to the authors) are used as input data and an SDM is reconstructed following the modified average consensus approach proposed by Criscuolo et al. (2006). Distance matrices were reconstructed for each partition using PAUP* version 4.0b10 (Swofford 2002) and the SDM was reconstructed using a Java script (Criscuolo et al. 2006). This matrix was subsequently analyzed based on the least-squares criterion using FITCH (PHYLIP package, v.3.6; Felsenstein 1993). In the SSDM approach, the SDM was reconstructed using input trees on which branch lengths were optimized (see above) and analyzed following the same procedure as the MSDM. Missing data from the SSDM matrix were also estimated based on the weighted least-squares approach proposed by Makarenkov and Lapointe (2004) as implemented in T-Rex (Makarenkov 2001). This method is hereafter referred to as SSDM MW*.

Sfit analyses (Rodrigo 1993) were computed using CLANN (Creevey and McInerney 2005). Two types of supertrees were constructed using this method because the contribution of each source tree to the analysis can be normalized according to the number of taxa in each input tree (hereafter, Sfit norm) or not (hereafter, Sfit equal). For each coding scheme, heuristic searches were performed with 10 and 50 replicates, SPR branch swapping, nsteps = 20, and maxswaps = 10,000.

The MSS analyses (Creevey et al. 2004) were performed using CLANN (Creevey and McInerney 2005). As for the Sfit approach, a normalization was applied (hereafter, MSS norm) or not (hereafter, MSS equal) to the source trees before the analysis and the heuristic searches were conducted with 10 and 50 replicates, SPR branch swapping, nsteps = 20, and maxswaps = 1,000,000.

Supertree Evaluation

In order to investigate the factors influencing the supertree reconstructions, we tested whether the performance level of each method 1) was related to the heuristic research or 2) relied on the algorithm. To assess the first point, the same heuristic procedure needs to be applied to all methods. However, this is not feasible due to the implementation of supertree methods in different softwares (e.g., CLANN, PAUP*), each with their own heuristic search strategies. Heuristic search strategies between software can bias the distances observed between supertrees and the TE tree. More thorough searches through the tree space will be more likely to find the best tree globally, whereas restricted search might return a local optimum that will not reflect the full potential of the supertree method. In particular, because the MRP method (analyzed in PAUP*; Swofford 2002) benefits from more efficient heuristic search strategies, BR/PU rev and irrev analyses (for both the full and the reduced data sets; see below) were also performed with a “fast” search (hereafter Fast MRP), which was set as follows: random addition sequence (nreps = 10), nearest-neighbor interchange branch swapping, STEEPFEST and MULTREES options in effect, and MAXTREES = 1000 without increasing the number of sampled trees. To investigate the second point, the data sets were reduced to the same number of terminals and analyses were performed as above for all methods. In MRP, the analyses were restricted to unweighted characters with both normal and fast heuristic searches, and for Sfit and MSS, only analyses with 50 replicates were performed. The following performance measures were calculated on both the full and the reduced data sets.

Agreement between the supertrees and input trees.—The average normalized partition metric distance (NPM; also known as the Robinson–Foulds topological distance; Robinson and Foulds 1981) between each supertree and the input trees (pruned to identical taxon sets) was calculated using PartitionMetric version 1.2.1 (O. R. P. Bininda-Emonds, http://www.molekularesys tematik.uni-oldenburg.de). This distance was used to evaluate the extent to which the supertrees were in agreement with the group membership expressed in the input trees. To avoid any potential bias caused by the method (i.e., the NPM distance might be influenced by the number of internal branches as shown by Philip et al. 2005), the NPM distance to the input trees was calculated not only on the consensus trees in MRP, MinFlip, and MSS analyses but also on each tree of the raw output and subsequently averaged (hereafter referred to as “averaged”). The NPM distance is the sum of the components present in one but not both trees. A component refers to the relationships expressed by an
RESULTS

Matrices Overview

The number of sequences included in each single matrix ranged from 80 in \textit{trnS–trnG} to 199 in \textit{rpoB}, and the supermatrix was composed of 1242 sequences (Table 1). The alignment length varied from 363 bp in \textit{rpoB} to 2156 bp in \textit{trnS–trnG} (Table 1). The number of sequences that were found in a single partition only ranged from 0 in \textit{rpoB}, \textit{trnD–trnT}, and \textit{trnK–matK} to 26 in \textit{matK}. The reduced data set matrix had 44 terminals shared by all DNA regions used in this study (Table 1). The complete data matrix and trees are available in TreeBASE (http://purl.org/phylo/treebase/phylows/study/TB2: S10580). This tree depicts the relationships between the supertrees and the TE tree.

Supertree Evaluation

Supertrees based on the full data set show considerable variation in number of trees retained, resolution, and computational time (Table 2). Trees were either fully (e.g., MinCut, AVCON) or partially (e.g., MRP, MinFlip) resolved (Table 2). Computational times were also highly variable, ranging from less than 10 min (e.g., MinCut) to more than 10 days (e.g., some SFit analyses; Table 2). On the other hand, supertrees based on the reduced data set were highly similar according to the number of trees retained (except MRP PU, which have retained more than 500 trees), resolution (except MRP PU rev, which are much less resolved), and computational time (Table 2).

Agreement between the supertrees and input trees.—When considering the full data set, the behavior of...
TABLE 2. Characteristics of supertrees

<table>
<thead>
<tr>
<th>Supertree methods</th>
<th>Number of trees retained</th>
<th>CFI</th>
<th>Time (hours:minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full data set</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRP BR rev</td>
<td>1127</td>
<td>0.571</td>
<td>01:04</td>
</tr>
<tr>
<td>MRP BR rev fast</td>
<td>72</td>
<td>0.792</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP BR rev nodes</td>
<td>1246</td>
<td>0.689</td>
<td>00:45</td>
</tr>
<tr>
<td>MRP BR rev boot</td>
<td>775</td>
<td>0.633</td>
<td>01:32</td>
</tr>
<tr>
<td>MRP BR irev</td>
<td>832</td>
<td>0.598</td>
<td>06:04</td>
</tr>
<tr>
<td>MRP BR irev fast</td>
<td>83</td>
<td>0.813</td>
<td>00:02</td>
</tr>
<tr>
<td>MRP BR irev nodes</td>
<td>457</td>
<td>0.676</td>
<td>11:01</td>
</tr>
<tr>
<td>MRP BR irev boot</td>
<td>1064</td>
<td>0.627</td>
<td>17:41</td>
</tr>
<tr>
<td>MRP PU rev</td>
<td>364</td>
<td>0.217</td>
<td>00:34</td>
</tr>
<tr>
<td>MRP PU rev fast</td>
<td>180</td>
<td>0.250</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP PU rev nodes</td>
<td>69</td>
<td>0.946</td>
<td>01:26</td>
</tr>
<tr>
<td>MRP PU rev boot</td>
<td>82</td>
<td>0.912</td>
<td>01:31</td>
</tr>
<tr>
<td>MRP PU irev</td>
<td>1035</td>
<td>0.515</td>
<td>16:23</td>
</tr>
<tr>
<td>MRP PU irev fast</td>
<td>76</td>
<td>0.780</td>
<td>00:02</td>
</tr>
<tr>
<td>MRP PU irev nodes</td>
<td>223</td>
<td>0.739</td>
<td>25:56</td>
</tr>
<tr>
<td>MRP PU irev boot</td>
<td>468</td>
<td>0.610</td>
<td>35:22</td>
</tr>
<tr>
<td>MinFlip BR</td>
<td>10</td>
<td>0.979</td>
<td>03:39</td>
</tr>
<tr>
<td>MinFlip PU</td>
<td>10</td>
<td>0.979</td>
<td>03:40</td>
</tr>
<tr>
<td>MinCut MC</td>
<td>1</td>
<td>1.000</td>
<td>00:03</td>
</tr>
<tr>
<td>MinCut MMC</td>
<td>1</td>
<td>1.000</td>
<td>00:03</td>
</tr>
<tr>
<td>AVCON FITCH</td>
<td>1</td>
<td>1.000</td>
<td>23:50</td>
</tr>
<tr>
<td>AVCON NJ</td>
<td>1</td>
<td>1.000</td>
<td>00:02</td>
</tr>
<tr>
<td>Split fit equal 10</td>
<td>2</td>
<td>0.983</td>
<td>95:30</td>
</tr>
<tr>
<td>Split fit norm 10</td>
<td>1</td>
<td>1.000</td>
<td>95:55</td>
</tr>
<tr>
<td>Split fit equal 50</td>
<td>2</td>
<td>0.983</td>
<td>323:10</td>
</tr>
<tr>
<td>Split fit norm 50</td>
<td>1</td>
<td>1.000</td>
<td>323:10</td>
</tr>
<tr>
<td>MSS equal 10</td>
<td>1</td>
<td>1.000</td>
<td>23:10</td>
</tr>
<tr>
<td>MSS norm 10</td>
<td>1</td>
<td>1.000</td>
<td>23:10</td>
</tr>
<tr>
<td>MSS equal 50</td>
<td>1</td>
<td>1.000</td>
<td>118:45</td>
</tr>
<tr>
<td>MSS norm 50</td>
<td>1</td>
<td>0.996</td>
<td>118:45</td>
</tr>
<tr>
<td>MSDM</td>
<td>1</td>
<td>1.000</td>
<td>22:10</td>
</tr>
<tr>
<td>SSDM</td>
<td>1</td>
<td>1.000</td>
<td>22:10</td>
</tr>
<tr>
<td>SSDM MW*</td>
<td>1</td>
<td>1.000</td>
<td>48:10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reduced data set</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MRP BR rev</td>
<td>16</td>
<td>0.707</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP BR rev fast</td>
<td>8</td>
<td>0.756</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP BR irev</td>
<td>37</td>
<td>0.659</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP BR irev fast</td>
<td>29</td>
<td>0.732</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP PU rev</td>
<td>1741</td>
<td>0.220</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP PU rev fast</td>
<td>717</td>
<td>0.541</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP PU irev</td>
<td>1658</td>
<td>0.732</td>
<td>00:01</td>
</tr>
<tr>
<td>MRP PU irev fast</td>
<td>746</td>
<td>0.756</td>
<td>00:01</td>
</tr>
<tr>
<td>MinFlip BR</td>
<td>30</td>
<td>0.929</td>
<td>00:01</td>
</tr>
<tr>
<td>MinFlip PU</td>
<td>39</td>
<td>0.833</td>
<td>00:01</td>
</tr>
<tr>
<td>MinCut MC</td>
<td>1</td>
<td>1.000</td>
<td>00:01</td>
</tr>
<tr>
<td>MinCut MMC</td>
<td>1</td>
<td>1.000</td>
<td>00:01</td>
</tr>
<tr>
<td>AVCON FITCH</td>
<td>1</td>
<td>1.000</td>
<td>00:05</td>
</tr>
<tr>
<td>AVCON NJ</td>
<td>1</td>
<td>1.000</td>
<td>00:01</td>
</tr>
<tr>
<td>Split fit equal 10</td>
<td>2</td>
<td>0.707</td>
<td>00:10</td>
</tr>
<tr>
<td>Split fit norm 10</td>
<td>1</td>
<td>1.000</td>
<td>00:10</td>
</tr>
<tr>
<td>MSS equal 10</td>
<td>1</td>
<td>1.000</td>
<td>00:45</td>
</tr>
<tr>
<td>MSS norm 10</td>
<td>1</td>
<td>1.000</td>
<td>00:45</td>
</tr>
<tr>
<td>MSDM</td>
<td>1</td>
<td>1.000</td>
<td>00:10</td>
</tr>
<tr>
<td>SSDM</td>
<td>1</td>
<td>1.000</td>
<td>00:10</td>
</tr>
<tr>
<td>SSDM MW*</td>
<td>1</td>
<td>1.000</td>
<td>00:25</td>
</tr>
</tbody>
</table>

Note: See text for more details.

supertree methods was quite different, with three methods (i.e., MRP, MinFlip, and MinCut) showing an NPM distance to the input trees lower than 0.5 whatever parameters used and three methods (i.e., AVCON, Sfit, and MSS) with an NPM distance always higher than 0.5 (Fig. 1a). The case of SDM is intermediate: whereas the distance is >0.5 for MSDM and SSDM, the level of agreement with the input trees is improved when the weighted least-squares algorithm (hereafter MW*) is applied to the SSDM matrix (i.e., NPM distance < 0.5; Fig. 1a). The latter shows a level of agreement similar to several MRP PU rev trees as well as MinCut MC (Fig. 1a). MRP BR rev and MRP BR irrev had the highest agreements with the input trees (i.e., NPM distance = ca. 0.2; Fig. 1a), the latter being also the method showing the lowest NPM distance when averaged. In the case of the reduced data set, the variation among algorithms was much lower, with all NPM distances lower than 0.5 (Fig. 1b). The only exception is the behavior of SDM and Sfit norm methods, which seem to perform much better in the absence of missing data and reach a level of agreement equivalent to the TE tree. As expected, the level of agreement computed on averaged NPM distances for both MRP and MinFlip was lower than when considering nonaveraged and less resolved trees (Fig. 1b).

Tree of trees.—A similar pattern to the one shown above is observed in the “tree of trees” based on the full data set, with the MRP, MinFlip, and MinCut methods grouping together (with the TE tree), whereas AVCON, Sfit, and MSS are more distantly related (Fig. 2). Again, the case of SDM is intermediate, with SSDM MW* behaving similarly as several MRP trees (Fig. 2a). In the reduced data set, a similar pattern is found with the exception of the three SDM trees, which are closely related to MinFlip and TE trees (Fig. 2b). Another difference is the placement of fast and normal MRP PU rev, which are shown to be distantly related with the TE tree (Fig. 2b).

In both data sets, fast and normal MRP supertrees performed in a similar way and grouped together (Fig. 2). This is also the case for the Sfit and MSS equal supertrees based on the full data set; they clustered together irrespective of the number of replicates (Fig. 1). The quartet distances to the TE tree are expressed as vertical bar chart for all the supertrees (Fig. 3). This representation allows the comparison of the behavior of supertrees based on the reduced or full data sets and with different heuristic searches (Fig. 3). This figure is in agreement with the pattern showed in the “tree of trees,” independently of the data sets. As shown above, the method that provides the most variable performance between data sets is SDM. This method outperformed or was equivalent to MRP, MinFlip, and MinCut methods with the reduced data set and provided less accurate results with the full data set, with the notable exception of SSDM MW* (see above and Fig. 3).

DISCUSSION

In this study, supertree methods are compared using 1) agreement between the supertrees and the input trees (the TE tree is also included for comparative purpose); 2) similarity between the supertrees and the TE tree; and 3) level of resolution and computational time. Supertree topologies are also discussed in light of their agreement with the systematics of Sapindaceae as proposed by Buerki et al. (2009). The last point does, however, not stand alone and is considered in combination with the other criteria (see Table 2). Finally, further analyses based on the reduced data set provide new...
evidences regarding the levels of compatibility between the supertree methods in relation to the heuristic search approaches. The choice of the TE as a reference tree in evaluating the compatibility between supertrees (instead of considering more sophisticated criteria related to, e.g., topological properties; see Wilkinson et al. 2007) is in agreement with the objective of our study, which aims at providing indications as to which supertree methods produce results most comparable with those of the widely used supermatrix approach. This approach is especially relevant to empirical data because the “true” phylogeny is not known and therefore the supermatrix approach remains the current best proxy.

**Suitability of the Sapindaceae Data Set for Supertree Comparison**

Two main reasons can explain why the two data sets designed for this study are appropriate for investigating the performance of supertree methods in large data sets. First, the reduced data set is a best-case scenario because supertree analyses based on data with complete taxa overlap become similar to consensus methods. In such a case, the comparisons can be performed in a simple framework in which the ability of algorithms to deal with missing data is not taken into account. The simple nature of the reduced data set is confirmed by the reasonable level of compatibility among input trees (the average NPM distance among input trees is 0.218; i.e., meaning that the average similarity among trees is ca. 78%). Second, the full data set introduces more complexity as the overlap between taxa decreased considerably. This is known as one of the major causes of problems for most methods (Bininda-Emonds et al. 2002, 2003) and thus should have an effect on their respective performance. Our study, however, remains a fairly simple case study due to its medium to high level of missing data (a total of ca. 35% of missing sequences; Table 1).

Regarding the criteria, data sets, and qualities of the heuristic searches, two main groups of supertree methods were found. The first group showed the highest level of agreement to the TE and the lowest distance to input trees and included most MRP, MinFlip, and MinCut, whereas AVCON, Sfit, and MSS belonged to the second group, showing more divergence with the TE tree (Figs. 1 and 2). The distance-based SDM method showed an intermediate behavior, with at least one method (i.e., the promising SDM MW*) showing...
a behavior similar to that of the TE. Results for the MinCut approach are also different when considering the standard and modified algorithm, with the former showing an overall low agreement with the TE. In the first group, several supertrees (e.g., MRP BR rev, MinFlip BR) were more in agreement with the input trees than the TE tree (see sections below for more details on MinFlip and MRP approaches). Regarding the methods that performed best (MRP, MinFlip, and MinCut), a careful attention was taken to the implementation of heuristic searches that maximize the trade-off between the exploration of tree space and the computational time (e.g., Chen et al. 2003, 2004; Eulenstein et al. 2004; Table 2).

**Supertree Methods with a Low Agreement to TE and Input Trees**

In the case of the full data set, AVCON, Sfit, MSS, SSDM, MSDM, and MinCut MC methods showed low levels of agreement with the input trees (Fig. 1a) and were not compatible with most of the subfamilial taxonomic delimitations within Sapindaceae as defined by Buerki et al. (2009). These methods also branched relatively far away from the TE tree in the “tree of trees” analyses (Fig. 2a). With the reduced data set, however, most methods performed properly, and distances to TE and input trees were much lower (Fig. 1b). This result suggests that when missing data are kept low in the input trees, the choice of a supertree method should be motivated by the kind of inferences that will be performed on the phylogeny. For instance, an attractive feature of the distance-based methods (i.e., SDM and AVCON) is their ability to produce supertrees with branch lengths, a necessary attribute for several subsequent analyses such as divergence time estimation and some characters and biogeographical optimization methods. Although AVCON is outperformed by the SDM approach, these two methods work well in the absence of missing data. However, when considering the full data set, only one of these methods (i.e., SSDM MW*) still behaves like the TE. In AVCON, the four-point estimation of missing data provided better results than the ultrametric method with both data sets (data not shown). For SDM, both MSDM and SSDM provided similar results independently of the data sets (Figs. 1–3). Based on our criteria, SDM trees constitute a very fast and suitable consensus tree method, in the case of fully overlapped data sets. However, these two methods become much less accurate with the increase of missing data (as in our case, with ca. 35% of missing data). In contrast, when applying the MW* algorithm to the SSDM matrix, the performance of the resulting supertree is greatly improved, with the additional advantage of providing branch lengths, contrary to the MRP, MinFlip, and MinCut methods (Figs. 1 and 2). This result is in agreement with Makarenkov and Lapointe (2004) who showed that their algorithm outperformed all other methods for the estimation of missing data.

Of all investigated methods, MSS is the one that is the least compatible with input trees and the TE tree. This result was not expected because MSS (as well as Sfit) uses the similarity to the input trees as decision
FIGURE 3. Histogram showing the quartet distances to the TE tree for all supertrees (filled bars = full data set; empty bars = reduced data set). Abbreviations are explained in the text.

criterion (Creevey et al. 2004). It also strongly contrasts with a study by Wilkinson et al. (2007) who showed, based on a smaller simulated data set and other criteria, that MSS is among the best supertree algorithms. This method iteratively compares each input tree to a supertree and selects the supertree that maximizes the similarity to the input trees (Creevey et al. 2004). Before their assessment, the supertrees are reduced to the same size as the input tree by pruning the terminals that are not found in the input tree. A distance matrix is then built for the supertree and the input tree by counting the number of nodes separating taxa, and the absolute sum of differences is compiled. This procedure is applied to all input trees, and the scores are summed. The supertree with the lowest sum will be selected. This method is similar to Sfit, which is based on the split (or component) criterion (see Material and Methods section for more details; Creevey and McInerney 2005). Although similar in their procedure, the fact that Sfit relies on relationships expressed by internal branches (or components) rather than on the number of nodes separating taxa (as proposed in MSS) seems to provide a better distance measure between trees. Another method uses the number of quartets shared between two trees as the distance measure, which should record more properly the incongruence between topologies. This approach is implemented in the maximum quartet fit method (available in CLANN; Creevey and McInerney 2005).

Results based on the reduced data set showed that this method performed well because the topology is better represented by quartets than by node numbers (data not shown). This improved performance is also explained because in contrast to MSS, the maximum quartet fit criterion better preserves relationships expressed by input trees (as shown by Wilkinson, Cotton, et al. (2005) in the case of the NPM and quartet distances; see Material and Methods section for more details). It would be interesting to use the maximum quartet fit method on our full data set, but it requires too much computational power to be routinely used with large data sets (furthermore, the analysis abruptly crashed every time the heuristic search was run with the full data set). Although an enhanced performance of supertrees based on maximum quartet fit rather than MSS methods is expected, one cannot exclude that the agreement with the input trees for MSS (and even Sfit) would increase with a more appropriate heuristic search strategy.

MinCut: A Promising Family of Methods?

All indirect methods rely on an appropriate coding of the input trees followed by an efficient heuristic search to obtain a supertree, both steps influencing the quality of the supertree reconstruction process. For example, the thoroughness of the heuristic search will have a
direct impact on the supertree obtained because inefficient heuristics will have difficulties finding the best topology. The type of coding (e.g., in MRP) can also influence heavily the performance of the supertree method (see below). Indirect methods are also usually associated with larger computational loads. In contrast, direct methods have been seen as promising alternatives as they could avoid some of these pitfalls (Sanderson et al. 1998). The MinCut supertree algorithm proposed by Semple and Steel (2000) reduces drastically the computational time required as it scales polynomially with the number of taxa. However, it introduces arbitrary rules when deciding which edge to cut during the transformation of the initial graph into a directed graph (Page 2002). The consequence is that the algorithm can discard any node not unanimously shared among input trees from appearing in the supertree (Bryant and Steel 1995; Semple and Steel 2000). As a consequence, MinCut MC on the full data set has a higher NPM distance to the input trees (relative to the other methods) than on the reduced data set that is less conflictual regarding the nodes of the input trees (Fig. 1). The MinCut MMC algorithm was proposed to remove this shortcoming by considering only compatible nodes, while keeping the same computational complexity as MinCut MC (Page 2002). Consequently, this should preserve a larger number of groupings and result in smaller NPM distances to the input trees than for the MinCut MC algorithm. Both MinCut approaches on the reduced data set were very close to the best performing methods when compared with the TE tree (Fig. 2b), whereas the MinCut MC had a lower agreement to the TE and input trees on the full data set (Fig. 2a). Direct methods have the appealing property to sidestep the search through tree space to find the global optimum, which is an NP-complete problem that poses one of the biggest challenges to phylogeneticists. However, this method is associated with at least one major drawback: the MinCut MC and MMC algorithms use local optimal minimum cuts to form the final directed graph; it is thus lacking an explicit global optimality criterion that could be linked to biological concepts. Nonetheless, the MinCut MMC proved to be a reliable method for the Sapindaceae data sets. It would be worthwhile to further investigate such methods to fully understand their properties and how they performed under different sampling conditions.

**MinFlip: The Method Closest to the Total Evidence Tree?**

Eulenstein et al. (2004) implemented a new heuristic algorithm adapted to the flip supertree method and able to manage large input trees. The authors used a series of simulations to compare supertrees constructed with the MinFlip algorithm to those built with MinCut (MC and MMC) and MRP algorithms. They argued that MinFlip supertrees were far more accurate than MinCut supertrees and at least as accurate as those built with the MRP algorithm. Based on the data set and criteria presented in this study, similar trends were recovered. MinFlip supertrees were far more similar to the TE tree than those constructed with SSDM, MSDM, AVCON, MSS, and Sfit methods and gave results similar to MinCut, SSDM MW*, and MRP-based supertrees (Figs. 1–3). The relationships depicted by MinFlip supertrees were congruent with the systematics of Sapindaceae. The PU coding schemes resulted in the same number of 1s as the BR, the difference being in the far larger number of missing data in the PU matrix, which should reduce the phylogenetic signal present in this matrix. The PU coding scheme goal to remove incongruence in the binary matrix comes at the cost of drastically reducing the available signal by introducing large amounts of missing data. MRP is simply taking the binary matrix as is and is left with very little information. In contrast, MinFlip modifies the structure of the binary matrix by flipping 0s and 1s and vice versa. This could, theoretically, enable the method to extract the little information present in the binary and rescue much better the PU coding scheme. This is however pure conjecture, and further investigations will be necessary to better understand properties of the MinFlip algorithm under various coding schemes.

**MRP Method: An Equilibrium between MR, Type of Parsimony, and Characters Weights**

Results presented here indicate that the MRP method is not influenced by the quality of the heuristic search or the size of the data set (Figs. 1–3). These results also show that MRP represents one of the best options for supertree reconstruction, together with MinFlip. This remains true whatever criterion is applied (and even when the averaged NPM distance is considered; Fig. 1), with the notable exception of MRP PU rev (see Fig. 2b; 3), in which the uncertainty of the PU coding scheme combined with the reversible parsimony produces a poorly resolved topology (see Table 2) that disagrees with the TE and with Sapindaceae systematics. However, this result strongly contrasts with the lower NPM distance to the input trees of the MRP PU rev topologies. This contradictory result is, nonetheless, mostly due to the fact that MRP PU rev supertrees have a very low number of nodes resolved (Table 2), and when all the output trees are considered, the averaged NPM distances are much higher (Fig. 1a). Another characteristic of the topologies resulting from the MRP PU rev analyses is that the performance of the algorithm on the reduced data set does not improve compared with that on the full data set, in contrast to all other methods (see Figs. 1–3). This is certainly due to the PU coding strategy (Purvis 1995b) that maintains a high proportion of missing values even with fully overlapping input trees as in the reduced data set. The consequence is that the expected gain in performance due to larger taxon overlap is lost because of the coding of all nodes as question marks, except for the sister group. Previous studies based on selected examples (Ronquist 1996; Bininda-Emonds and Bryant 1998) and empirical data
(Salamin et al. 2002) also showed that the PU MR, which according to Purvis (1995b) aims to remove redundant information (see above), might not always meet its stated objectives and must be used with caution. With the exception of MRP PU rev, we did not obtain a significant difference between reversible and irreversible parsimony algorithms. In the present study, all the MRP supertrees (again except those based on MRP PU rev) have quartet distances to the TE tree inferior or slightly higher to 0.1 (Fig. 3) and are in agreement with the systematics of Sapindaceae. As mentioned above, Ronquist (1996) argued that there is no redundant information in the MR and that the problem Purvis described is related to the size of the input trees. In order to remove or decrease potential misleading relationships in the MR (introduced during the compilation of the input trees), Ronquist (1996) proposed to weight the characters according to the bootstrap support of each node. Later on, Salamin et al. (2002) proposed to inversely weight each tree (more precisely, the characters corresponding to the tree) according to the number of its nodes to correct a possible effect of tree size. In this study, no real tendency toward or against the compatibility with the TE tree is observed when the characters are weighted or not, except for MRP PU rev for which the compatibility to the TE tree is substantially increased when weighted (Fig. 3).

CONCLUSIONS

This work evaluates for the first time the performance of seven major supertree reconstruction methods using a large empirical data set. This study highlights the better performance of the MRP, MinFlip, and MinCut MMC methods and draw attention to the promising potential of the distance-based SDM method when the MW* algorithm is applied. MRP supertrees seem to fit the group membership of the input trees better, whereas MinFlip supertrees are generally more similar to the TE tree. MinCut supertrees constitute an intermediate solution, with a slightly lower agreement to the TE and input trees than MRP and MinFlip methods but with a better performance (according to the criteria used in this study) than AVCON, MSS, and SFit methods.

Ideally, further investigations on the performance of supertree methods should be carried out using the same heuristic framework and preferably implemented in the same software. Additional studies based on empirical data sets would be necessary to fully understand the properties of each method. Other criteria to assess the performance of the supertree methods might also be developed, such as the investigation of monophyletic subtrees unique to single input trees (see Cotton and Page 2004). In this study, although the majority of input trees possessed unique taxa, they did not form monophyletic subtrees and thus did not allow us to apply this criterion. Another possible approach to assess the performance of supertrees without producing TE trees might be to examine the potential recognition of unsupported clades. This can be achieved by using several recently published methods providing support for each node according to their agreement with the input trees (e.g., Bininda-Emonds 2003; Wilkinson, Pisani, et al. 2005; Burleigh et al. 2006). Based on the analyses conducted here, we would recommend starting the exploration of supertree solutions using the MRP BR algorithm with reversible parsimony. This represents an excellent trade-off between computational time and a high compatibility with input trees and the TE tree. However, the comparative examination of the other supertree methods within the MRP and MinFlip frameworks, as well as with Mincut MMC, might substantially enhance the compilation of pertinent solutions, when more computational power becomes available. Finally, the SSDM MW* approach is by far the most convincing when branch lengths are required. In the future, it will also be worth considering the promising abilities of the maximum quartet fit method.

SUPPLEMENTARY MATERIAL

Supplementary material can be found at http://www.sysbio.oxfordjournals.org/.

FUNDING

This work was financially supported by the laboratory of Evolutionary Botany at the University of Neuchâtel (Switzerland) and a Prospective Researchers Fellowship from the Swiss National Science Foundation to S.B. (no. PBNEP3-129903), as well as Swiss National Science Foundation grants to N.S. (no. 3100A0-116412) and N.A. (no. 3100A0-116778).

ACKNOWLEDGMENTS

The first author would like to thank the members of his thesis committee for their valuable comments: Philippe Küpfer, Pete Lowry, Martin Callmander, and Sylvain Razafimandimbison. The authors are grateful to Hervé Sauquet, Isabel Sanmartin, and Nils Arrigo for valuable comments. We wish to thank Alexis Criscuolo (Institut Pasteur, Paris, France) for providing free efficient programs (e.g., CONCATENATE, Dquad) and help with Dquad. We are grateful to the associate editor Olaf Bininda-Emonds, Mark Wilkinson, Francois-Joseph Lapointe, Chris Creevey, and one anonymous reviewer for their comments that greatly improved our manuscript. We would like to thank the editor-in-chief, Jack Sullivan, for his comments and support.

REFERENCES


SUPPLEMENTARY MATERIAL

Supplementary material can be found at http://www.sysbio.oxfordjournals.org/.

FUNDING

This work was financially supported by the laboratory of Evolutionary Botany at the University of Neuchâtel (Switzerland) and a Prospective Researchers Fellowship from the Swiss National Science Foundation to S.B. (no. PBNEP3-129903), as well as Swiss National Science Foundation grants to N.S. (no. 3100A0-116412) and N.A. (no. 3100A0-116778).

ACKNOWLEDGMENTS

The first author would like to thank the members of his thesis committee for their valuable comments: Philippe Küpfer, Pete Lowry, Martin Callmander, and Sylvain Razafimandimbison. The authors are grateful to Hervé Sauquet, Isabel Sanmartin, and Nils Arrigo for valuable comments. We wish to thank Alexis Criscuolo (Institut Pasteur, Paris, France) for providing free efficient programs (e.g., CONCATENATE, Dquad) and help with Dquad. We are grateful to the associate editor Olaf Bininda-Emonds, Mark Wilkinson, Francois-Joseph Lapointe, Chris Creevey, and one anonymous reviewer for their comments that greatly improved our manuscript. We would like to thank the editor-in-chief, Jack Sullivan, for his comments and support.

REFERENCES


ACKNOWLEDGMENTS

The first author would like to thank the members of his thesis committee for their valuable comments: Philippe Küpfer, Pete Lowry, Martin Callmander, and Sylvain Razafimandimbison. The authors are grateful to Hervé Sauquet, Isabel Sanmartin, and Nils Arrigo for valuable comments. We wish to thank Alexis Criscuolo (Institut Pasteur, Paris, France) for providing free efficient programs (e.g., CONCATENATE, Dquad) and help with Dquad. We are grateful to the associate editor Olaf Bininda-Emonds, Mark Wilkinson, Francois-Joseph Lapointe, Chris Creevey, and one anonymous reviewer for their comments that greatly improved our manuscript. We would like to thank the editor-in-chief, Jack Sullivan, for his comments and support.


