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Abstract

Humans rarely perform better than chance

at lie detection. To better understand human

perception of deception, we created a game

framework, LieCatcher, to collect ratings of

perceived deception using a large corpus

of deceptive and truthful interviews. We

analyzed the acoustic-prosodic and linguistic

characteristics of language trusted and mis-

trusted by raters and compared these to char-

acteristics of actual truthful and deceptive

language to understand how perception aligns

with reality. With this data we built classifiers

to automatically distinguish trusted from mis-

trusted speech, achieving an F1 of 66.1%.

We next evaluated whether the strategies

raters said they used to discriminate between

truthful and deceptive responses were in fact

useful. Our results show that, although several

prosodic and lexical features were consistently

perceived as trustworthy, they were not reliable

cues. Also, the strategies that judges reported

using in deception detection were not helpful

for the task. Our work sheds light on the nature

of trusted language and provides insight into

the challenging problem of human deception

detection.

1 Introduction

Humans are notoriously poor lie detectors, most

performing at chance level or worse (Bond Jr and

DePaulo, 2006). This result has been found across

a wide variety of deception detection tasks, in

multiple modalities, and in different cultures. Al-

though poor performance has been well-attested,

very little work has been done to understand why

humans perform so poorly at detecting lies.

Because humans are so poor at deception detec-

tion, there have been many efforts to develop

automated methods to detect deception in multiple

modalities. Biometric indicators, typically mea-

sured by the polygraph (a device used to detect lies

by measuring blood pressure, pulse, respiration,

and skin conductivity), have been shown to

perform poorly at deception detection (Eriksson

and Lacerda, 2007). Facial expressions (Ekman,

2009a), gestures and body posture (Lu et al., 2005;

Tsechpenakis et al., 2005), and even brain imaging

(Meijer and Verschuere, 2017) have been explored

as potential indicators of deception. Some of these

features are difficult or expensive to capture auto-

matically, or are too invasive to be practical for

general use. In recent years, automatic deception

detection has gained popularity in the speech and

NLP communities. Language cues have the advan-

tage of being inexpensive, non-invasive, and easy

to collect automatically. More importantly, prior

research examining linguistic cues to deception

has been promising. Researchers have used ma-

chine learning to identify deceptive language in

various domains, including court testimonies

(Fornaciari and Poesio, 2013), hotel reviews (Ott

et al., 2011), and interview dialogues (Levitan

et al., 2018b). These automated methods have

demonstrated that machine learning classifiers

can indeed identify deceptive language with

accuracy between 70% and 90%, depending on

the task�much better than human performance on

the same task. These studies have also identified

specific characteristics of deceptive language.

Despite these important advances in under-

standing and automatically identifying deception,

there has been little work investigating human per-

ception of deception. What linguistic and prosodic

characteristics of an utterance lead listeners to
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believe that it is true�to trust it�regardless of

whether it is true or not? Why do people frequently

believe lies? How do the strategies humans use

in lie detection align with actual indicators of de-

ception and how do they relate to people’s per-

formance in lie detection? Can we in fact train

machine learning classifiers to automatically iden-

tify speech that will be perceived as truth (trusted)

or lie (mistrusted) by humans?

To investigate these questions, we created a

lie detection game, LieCatcher, to conduct a

large-scale study of human perception of decep-

tion. The stimuli for this game were drawn from

a large corpus of previously collected truthful

and deceptive dialogues; players were asked to

judge whether single utterance spoken responses

to written questions were truthful or deceptive.

We distributed the game on Amazon’s Mechani-

cal Turk crowd-sourcing platform to collect large

scale judgments of deceptive or true responses

to a set of biographical questions. We systemati-

cally analyzed a number of linguistic and prosodic

features in the rated responses to understand the

characteristics of trusted vs. mistrusted speech.

We compared these features to the actual char-

acteristics of truthful and deceptive responses pre-

sented in the game to identify the similarities and

differences between human perception of decep-

tion and the actual production of deception. We

also examined player-reported strategies to dis-

cover which the raters believed to be useful

and which were in fact useful or not useful for

detecting deception. Finally, we trained machine

learning classifiers using a large set of lexi-

cal and speech features to automatically identify

human-trusted speech.

The contributions of this paper include: 1) A

large-scale analysis of linguistic and prosodic cues

to trust compared with cues to deception; this adds

considerably to our scientific understanding of

human perception of deception. Our results show

that there are several prosodic and lexical features

that were consistently perceived as trustworthy,

but that these were not reliable cues to deceptive

speech. 2) A game framework for studying decep-

tion perception, which can be extended to other

speech and language perception studies. 3) A clas-

sifier that uses lexical and acoustic-prosodic fea-

tures to identify speech that was trusted by humans,

achieving an F1 of 66.1%. 4) An analysis of suc-

cessful and unsuccessful human strategies for de-

tecting deception, showing that strategies that

judges reported using in deception detection were

not helpful for the task. We further believe that this

latter analysis may be useful for training humans

to detect lies more successfully.

2 Related Work

Previous studies have examined deceptive lan-

guage in various domains, including fake reviews

(Ott et al., 2011), public trials (P�erez-Rosas et al.,

2015),TVshows (P�erez-Rosas et al., 2015),Twitter

(Addawood et al., 2019), opinions on controversial

topics (Mihalcea and Strapparava, 2009), online

games (Zhou et al., 2004), and interviews (Levitan

et al., 2018a, b). Machine learning classifiers have

been shown to outperform human judges by a large

margin. For example, Ott et al. (2011) trained a

deception classifier that achieved nearly 90% ac-

curacy on a corpus of fake hotel reviews, whereas

human accuracy was about 60%.

Researchers have also examined various fea-

tures that are characteristic of truthful vs. decep-

tive language. A meta-study by Bond Jr and

DePaulo (2006) highlighted several patterns of

deceptive language found in multiple studies, such

as shorter responses, fewer details, and more neg-

ative emotions. Other cues to deception that have

been identified include language that is less sen-

sory or concrete (Ott et al., 2011; Vrij et al.,

2006). Truthful language has been found to con-

tain more linguistic markers of certainty (Levitan

et al., 2018b; Rubin et al., 2006). Syntactic features

such as lexicalized production rules and part of

speech tags have also been shown to be useful

in predicting deception (Feng et al., 2012; P�erez-

Rosas and Mihalcea, 2015). Linguistic Inquiry

and Word Count (LIWC) (Pennebaker and King,

1999), which groups words into psychologically

meaningful dimensions, has also been used exten-

sively in deception studies (Ott et al., 2011; P�erez-

Rosas and Mihalcea, 2015; P�erez-Rosas et al.,

2015). Prosodic cues to deception have also been

identified; for example, Levitan et al. (2018a)

found increased pitch maximum and intensity max-

imum are indicators of deception. Though these

studies are critical for advancing the state of

machine deception detection and for understand-

ing the nature of deceptive language, they do

not address the question of human perception of

deception, which is the focus of this work. We aim

to gain insight into why humans are poor judges
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T my dad works i don’t i never really know how to say it he works with computers um in information

technology

T he’s a technical engineer at draper laboratory

F he works for um it’s like um a subsidiary of walgreens kind of it’s very it’s very corporate it’s like

a big big very impersonal company which is i think he doesn’t like about it

F uh my dad is an official in uh in the government system

Table 1: CXD corpus example responses to the question, ‘‘What is your father’s job?’’

of deception by comparing actual cues to decep-

tion with characteristics of language trusted and

mistrusted by humans.

Psychology research of human deception detec-

tion has traditionally focused on facial expression

cues (Ekman et al., 1991; Frank et al., 2008) and

personal beliefs about what characterizes decep-

tive behavior (The Global Deception Research

Team, 2006; Granhag and Str�omwall, 2004;

Wright et al., 2014). Based on worldwide survey

studies, The Global Deception Research Team

(2006) found pan-cultural deception stereotypes

that liars tend to be nervous with flawed speech.

However, Hartwig and Bond (2011) pointed out

the methodological limitation of such studies: We

cannot be certain that what people report reflects

their actual decision process (Nisbett and Wilson,

1977). Our work attempts to decipher the cues

people actually use to detect lies by examining

features of utterances that are labeled as true by

participants, compared with features of utterances

rated as lies.

3 CXD Corpus

We used deceptive and truthful utterances from

the Columbia X-Cultural (CXD) Corpus for our

deception perception study (Levitan et al., 2015).

The CXD Corpus is a collection of interviews be-

tween native speakers of Standard American English

and Mandarin Chinese, all speaking in English. It

contains 122 hours of conversational speech be-

tween 340 individuals. Previously unacquainted

pairs of participants were brought into the lab to

interview one another. They were first surveyed

for gender and native language and asked to com-

plete theNEO-FFIpersonality inventory (Costa and

McCrae, 1989). They were then asked to provide

true answers to a set of 24 biographical questions

and then to provide false answers for a random

half we chose. Interviews took place in a sound-

proof booth and each pair of participants took turns

playing the role of interviewer and interviewee.

During the game, the interviewer asked the 24

questions in any order and was encouraged to ask

follow-up questions to help determine whether the

interviewee was lying or telling the truth about

each question. Participants were financially com-

pensated for both successful deception and suc-

cessfuldeceptiondetection. Table 1 provides sample

responses to one of the questions.

The recorded interviews were orthographically

transcribed using Amazon Mechanical Turk

(AMT) crowd-sourcing and the transcripts were

force-aligned with the audio recordings using the

Kaldi Speech Recognition Toolkit (Povey et al.,

2011). The interviews were segmented using a

question identification classifier (Maredia et al.,

2017). All interviewee turns were automatically

identified using the question identification system

and subsequently hand-corrected. The corpus was

segmented into: 1) question responses: The single

interviewee turn directly following the question;

2) question chunks: All interviewee turns in (1)

plus answers to subsequent follow-up questions.

We used the single turn question response

segmentation for our deception perception study,

so as not to influence raters’ responses with

interviewers’ follow-up questions.

4 LieCatcher

Using the data described in Section 3, we created a

lie detection game called LieCatcher.1 LieCatcher

is a Game With A Purpose that allows players

to assess their overall ability to detect lies,

while simultaneously providing deceptive speech

judgments that we then use to study deception

perception. We developed LieCatcher in Unity2

and hosted the game on the Web. Figure 1 shows

a screenshot from the game. In the game, players

are shown a text version of a question asked

1The LieCatcher game framework is publicly available at

https://github.com/sarahita/LieCatcherGame.
2https://unity.com.

201

D
ow

nloaded from
 http://direct.m

it.edu/tacl/article-pdf/doi/10.1162/tacl_a_00311/1923366/tacl_a_00311.pdf by guest on 17 Septem
ber 2021

https://github.com/sarahita/LieCatcherGame
https://unity.com


D
ow

nloaded from
 http://direct.m

it.edu/tacl/article-pdf/doi/10.1162/tacl_a_00311/1923366/tacl_a_00311.pdf by guest on 17 Septem
ber 2021


	Introduction
	Related Work
	CXD Corpus
	LieCatcher
	Crowdsourcing Experiment
	Inter-annotator Agreement

	Textual and Prosodic Indicators of Trust and Deception
	Can We Predict Trust and Deception?
	The Mechanism Behind a Successful Lie
	Individual Differences in Lie Detection Ability

	Characterizing Strategies for Detecting Lies
	Conclusion

