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ABSTRACT  
Virtual reality (VR) is becoming more widely available and 

accessible as a technology due to the affordability of cheap 
computing power. Thus, it has made it possible for virtual reality 
systems to capture audiences in industry and education, as well 
as for personal use. Currently, a major limitation of VR headsets 
�L�V���W�K�D�W���W�K�H���X�V�H�U�¶�V���Y�L�V�L�R�Q���L�V���F�R�P�S�O�H�W�H�O�\���R�F�F�O�X�G�H�G�����P�D�N�L�Q�J���L�W���G�L�I�I�L�F�X�O�W��
for them to interact with others. This is problematic in an 
educational setting since it is difficult for the given instructor and 
students to have a shared learning experience. Here, we have 
developed anaglyph 3D functionalities into the Visible Heart® 
Laboratories anatomical virtual reality platform. These 
functionalities augment what is viewed by the virtual reality user 
with an anaglyph shader which in turn projects it to an external 
display. This allows a multitude of users to wear anaglyph 
�³red/blue 3D glasses�´ and view the same anatomy as the VR 
instructor is viewing in 3D, but while preserving the important 
3D anatomical spatial relationships. 
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INTRODUCTION 
Virtual reality has been utilized with increased growth as a 

tool for furthering education. Investigations as to the efficacies 
of VR on educational outcomes have reported promising results 
[1]. Yet, current virtual reality headsets make it difficult for users 
to have a shared virtual environment. In order to accomplish this, 
complex networking code must be added to such software 
platforms. While our lab has been developing working 
multiplayer functionalities, it remains as an expensive solution 
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since each user requires their own VR capable computer and 
headset. Therefore, a lower cost solution is considered needed. 

Often when VR is used for educational purposes, one user 
wears a VR headset and what they are viewing is projected to an 
external display for everyone else to see. However, this external 
view is only a somewhat distorted 2D view of what the immersed 
VR user is experiencing. This is considered as suboptimal, 
because it removes the rich 3D anatomical information that is 
retained within the VR environment which can be critical for 
better understanding complex anatomical features. 

We have addressed this problem by developing anaglyph 3D 
functionalities within our VR platform. Anaglyph 3D, is the �µ3D 
effect�¶ �W�K�D�W�� �H�Q�F�R�G�H�V�� �H�D�F�K�� �H�\�H�¶�V�� �L�P�D�J�H�� �Z�L�W�K�� �G�L�I�I�H�U�H�Q�W�� �F�R�O�R�U�V����
allowing for a 3D perspective to be seen in 2D images; i.e., by 
utilizing standard red/blue 3D glasses. Here we applied a custom 
anaglyph 3D filter to augment what the VR user is viewing. This 
anaglyph view is outputted from Unity3D to an external display. 
Therefore, the other users can wear inexpensive anaglyph 
red/blue 3D glasses and concurrently experience what the VR 
user is viewing, in an immersive 3D representation. 

METHODS 
An anaglyph filter requires two images to be displayed 

on top of each other, with a small offset. In addition, one of the 
images must be tinted blue while the other is tinted red. 
Unfortunately, in the base version of Unity3D a filter such as 
anaglyph cannot be readily applied directly to a camera. Even if 
that were an option, the filter could not be implemented into the 
VR camera without heavily distorting the views of the VR user. 
Therefore, two cameras were placed as the �µchild�¶ of the VR 
camera, so to mimic the right and left eye. These cameras have a 
small offset to ultimately enable use of an anaglyph filter. 
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However in Unity, only one camera can be output to a secondary 
monitor; requiring the view from these cameras to be 
merged.  Therefore, the right and left eye cameras were set to 
render their outputs onto a custom shader. A quad (2D 
rectangular object in Unity) was inserted into the scene and the 
custom shader rendering both cameras was placed onto it; 
resulting in a quad that displays the same view of the VR camera 
in anaglyph 3D. Next, a third camera was placed into the scene 
directly in front of the anaglyph quad. This camera sees the views 
of the VR user through the anaglyph distortion on the quad. This 
camera is defined to render as the unity output to an external 
monitor. The complete Unity workspace for these functionalities 
is displayed in Figure 1. 

FIGURE 1: UNITY3D WORKSPACE DEPICTING THE 
SETUP REQUIRED TO ENABLE ANAGLYPH 3D 
FUNCTIONALITIES. 

RESULTS 
These anaglyph functionalities have been added to a wide 

variety of anatomical scenes within our Visible Heart® 
�/�D�E�R�U�D�W�R�U�L�H�V�¶��VR platform, including coronary bifurcation stents 
and a moving model of a TAVR obtained through a 10-phase CT 
scan (Figure 2).  

FIGURE 2: ANAGLYPH 3D FUNCTIONALIT IES APPLIED 
TO A BIFURCATION STENT MODEL (LEFT) AND A TAVR 
MODEL (RIGHT). 

These functionalities have been received well by users at a 
multitude of conferences, since its debut. Further, it was recently 
used in September of 2019, to teach anatomy to 180 students in 
the PHSL 3701 course at the University of Minnesota (Figure 3). 

FIGURE 3: PHSL 3701: HUMAN PHYSIOLOGY 
LABORATORY COURSE AT UMN HELD ON SEPTEMBER, 
2019. AN INSTRUCTOR IS DRIVING THE VR SYSTEM 
WITH ANAGLYPH 3D FUNCTIONALITIES AND 90 
STUDENTS ARE WATCHING AND LEARNING WITH 
ANAGLYPH 3D GLASSES. 

CONCLUSION 
This work enables a cost-effective solution for allowing 

multiple users to take advantage of the benefits of virtual reality 
for teaching anatomy. The anaglyph output can display 3D 
representations of the complex anatomical models which offers 
a richer experience to viewers/students; i.e., while conserving the 
3D anatomical information. Such an anaglyph output can be 
utilized on any 2D display, including large screen TVs and 
projectors, allowing for easy integration into any classroom. 
Future work involves creating and administering a survey to 
users in order to understand its effectiveness as a teaching tool.  
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