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DEVELOPMENT OF ANAGL YPH 3D FUNCTIONALITY FOR COST-EFFECTIVE VIRTUAL
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ABSTRACT since each user requires their own VR capable computer
Virtual reality (VR) is becoming more widely available and headset. Therefore, a lower cost solutiocorsidered needed

accessible as a technology due to the affordability of cheap

computing power. Thus, it has made it possible for virtual reality Often when VR is used for educational purposes, one u

systems to capture audiences in indysind educationas well wears a VR headsahd what they are viewing is projectecato

as forpersonal use. Currently, major limitation of VR headsets  external display for everyone else to see. Howevergttiernal
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for them to interact with others. This is problematic an VR user is experiencingThis is considered asuboptimal
educational setting sinceig difficult for thegiveninstructor and because it removethie rich 3D anatomical information that is
students to have a shared learning experietere, we have retained within the VR environmenthich can becritical for
developed anaglyph 3D functionais into the Visible Heaft betterunderstandingomplexanatomical features
Laboratories anatomical virtual reality platform These

functionaliiesaugment what igiewedby the virtual reality user We have addressed tisisoblemby developing anaglyph 3D

with an anaglyph shadevhich in turnprojects it to an external functionaliieswithin our VR platform Anaglyph 30D is the gD
display. This allows a multitude of users to wear anaglyph effectfWKDW HQFRGHVY HDFK H\HfV LP
3red/blue 3D glassesand view the same anatomy as the VR allowing for a 3Dperspectiveo be seen in 2D imaggese., by
instructor is viewingin 3D, butwhile preservinghe important utilizing standard red/blue 3D glassklere we appleda custom
3D anatomical spatial relationships anaglyph 3D filteto augmentvhat the VR user is viewingdhis
anaglyphview isoutputtedfrom Unity3D to an external display. 3
Therefore, the other users can wear inexpensive anaglyph
Keywords: Virtual reality, computational modeling, red/blue 3D glasses ambncurrentlyexperience what the VR =
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anatomyanaglypheducation user isviewing, in an immersive 3D representation. ?g
INTRODUCTION METHODS %
Virtual reality hasbeen utilized withincreased growth as a An anaglyph filterequires two images to be displayed
toadl for furthering education. Investigatiomsto the efficades on top of each othewith a small offset. In addition, one of the§
of VR on educational outcomes hargportedpromising results images must be tinted blue while the other is tinted red.
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[1]. Yet, aurrent virtual reality headsemake it difficult for users Unfortunately, in the base version ofnity3D a filter such as 3
to have a shared virtual environment. In order to accomplish this, anaglyph cannot beeadilyapplied directly to a camera. Even ifR
complex networking code must be added to such software that were an option, the filter could not ipgplementednto the
platforms. While our lab hasbeen developng working VR camera without heavily distorting the viewf the VR user.
multiplayer functionalities, itemains a@n expensive solution  Therefore, two cameras were placed as fisld fof the VR
camerasoto mimic the right andeft eye. These cameras have a

small offset toultimately enable useof an anaglyph filter.
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Howeverin Unity, only one camera can be output to a secondary
monitor; requiring the view from these cameras to be
merged. Therefore, e right and left eye camas were set to
render their outpst onto a custom shader. Auad (2D
rectangular object in Unityvas inserted into the scene and the
custom shader rendering both cameras was placed ipnto
resulting ina quad that displays the same view of the VR camera
in anaglyph 3DNext, athird camera was placed into the scene
directly in front of the anaglyph quad. This camera sees thesview
of the VR user through the anaglyph distortion on the quad. This
camera is defined to render as the unity outpudn@xterna
monitor. The complete Unity workspace foretsefunctionaliies

is displayed in Figure 1.
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FIGURE 3: PHSL 3701: HUMAN PHYSIOLOGY
LAB ORATORY COURSEAT UMN HELD ON SEPTEMBER,
FIGURE 1: UNITY3D WORKSPACE DEPICTING THE 2019. AN INSTRUCTOR IS DRIVING THE VR SYSTEM
SETUP REQUIRED TO ENABLE ANAGLYPH 3D WITH ANAGLYPH 3D FUNCTIONALITIES AND 90
FUNCTIONALITIES. STUDENTS ARE WATCHING AND LEARNING WITH
ANAGLYPH 3D GLASSES

RESULTS
These anagph functionaliies have been added to a wide  CONCLUSION
variety of anatomical scenes within ouvisible Hearf This work enables acosteffective solution for allowing

/D E R U D ViRBbMtioHiffcluding coronary bifurcation stents  multiple usergo take advantage of the benefits of virtual realit
and a moving model of a TAVR obtained through gph@se CT for teaching anatomyThe anaglyphoutput can display 3D
scan (kgure 2. representabns of the complexanatomical models/hich offers

a richer experience to viewéstudentsi.e., whileconserving the
3D anatomical informatianSuch ananaglyph outputan be
utilized on any 2D display, includindgarge screen TVs and
projectors allowing for easy integration into any classroong
Future work involves creating and administering a survey fo
users in order to understand its effectiveness as a teaching t@l.
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FIGURE 2: ANAGLYPH 3D FUNCTIONALITIES APPLIED
TO A BIFURCATION STENT MODEL (LEFT) AND A TAVR ACKNOWLEDGEMENTS
MODEL (RIGHT). Thank you tothe Visible HearP LabR U D WsRubents Yof|

) ) ) assistance in thwork required to complete thpoject.
Thesefunctionaliies have been received well by users at a

multitude of conferencesince its debut-urther, t was recently REFERENCES

used in September of 2011 teach anatomy to 18Qustents in [1] Chang, P. W., et al¥irtual reality supplemental teaching af3

the PHSL 3701 course at the University of Minnesota (Figure 3). |o\w-cost (VRSTL) as a medical education adjunct for increasing
early patient exposufeMed Sci Educ 28, 8019)
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