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ABSTRACT

The study presented in this paper investigated the combined effects of environmental factors and real-time traffic conditions on freeway crash risks. Traffic and weather data were collected from a 35-km freeway segment in the state of California, United States. The weather conditions were classified into five categories: clear, light rain, moderate/heavy rain, haze, and mist/fog. Logistic regression models using unmatched case-control data were developed to link the likelihood of crash occurrences to various traffic and environmental variables. The sample size requirements for case-control studies and the interaction between traffic and environmental variables were considered. The model estimation results showed that the light rain, moderate/heavy rain, and mist/fog significantly increase freeway crash risks. The interaction between light rain and upstream occupancy was also found to be statistically significant. Bootstrap analyses were conducted to quantify the interaction effect between these two variables. The crash risk model was compared to a reduced model in which environmental information was not included. It was found that the inclusion of environmental information improved both goodness of fit and prediction performance of the crash risk prediction model. The inclusion of environmental information in crash risk models improved the prediction accuracy of crash occurrences by 6.8% and reduced the false alarm rate by 1.3%. It was also found that the inclusion of environmental information had minor impacts on the prediction performance of the crash risk model in clear weather conditions.

1. Introduction

It has long been recognized that environmental factors have significant impacts on traffic safety. Driving under adverse weather conditions poses great challenges to drivers due to the reduced visibility, pavement friction, and vehicle stability. In the past few decades, a number of studies have investigated the relationship between traffic safety and adverse weather conditions (Bertness 1980; Andrey and Yagar 1993; Brown and Baass 1997; Brodsky and Hakkert 1988; Knapp et al. 2000; Khattak and Knapp 2001; Eisenberg 2004; Qiu and Nixon 2008). Even though the estimated impacts of environmental factors on crash risks varied greatly, previous studies generally confirmed that the crash frequency increased significantly under adverse weather conditions.

A number of existing studies have demonstrated that rainy conditions significantly affected the occurrences of crashes (Bertness 1980; Brodsky and Hakkert 1988; Eisenberg 2004; Qiu and Nixon 2008). Brodsky and Hakkert (1988) found that the injury crash rates in rainy conditions were 2–3 times greater than those in dry conditions. Qiu and Nixon (2008) found that rainy weather could increase crash rates by 71% and injury rates by 49%. The risks of crashes on rainy days increased with an increase in the precipitation intensity. Several studies also compared the crash rates and occupant injuries on snowy and dry days. The findings of existing studies showed that crash rates increased significantly in snowy conditions (Khattak and Knapp 2001; Brown and Baass 1997; Knapp et al. 2000). Khattak and Knapp (2001) found that snowy conditions increased noninjury crash rates by 21 times and injury crash rates by 11 times. A study conducted by Knapp et al. (2000) showed that the crash rates in snowy conditions were about 13 times greater than those on dry days. Most of the existing studies have focused on establishing a relationship between adverse weather conditions and crash count data that were aggregated over a relatively long period of time, such as one year.
During the past decade, the rise of dynamic freeway traffic control techniques, such as ramp metering systems and variable speed limit systems, provided a proactive way to improve traffic safety on freeway mainlines (El Khoury and Hobeika 2006; Hossain and Muromachi 2011). The prediction of the risks of crash occurrences on freeways is an essential task for a freeway dynamic safety management system as it helps identify if crash prevention strategies are needed to eliminate the hazardous conditions that potentially lead to crashes. In recent years, increased attention has been directed toward the development of crash risk prediction models using freeway real-time traffic surveillance data (El Khoury and Hobeika 2006; Hossain and Muromachi 2011). The main idea of most existing studies was to establish a relationship between freeway crash risks and various factors such as real-time traffic flow variables and freeway geometric characteristics.

Oh et al. (2005) found that the standard deviation of speed in 5-min time intervals was a good indicator to identify hazardous traffic conditions from normal traffic conditions. A probabilistic neural network model was developed to link crash risks with detector occupancy and standard deviation of speed. The results suggested that the average speed, standard deviation of speed and occupancy, and truck percentage are the main traffic variables contributing to crash risks. Theofilatatos et al. (2018) investigated the impacts of real-time traffic characteristics on crash occurrence by using rare-event logit regression. The results revealed a negative relationship between crash occurrence and speed in crash locations. Wang and Kim (2018) developed a spatial real-time crash risk model using road link speed data. They divided the city of Brisbane, Australia, into several hundreds of spatial units. The crash risks at each spatial unit were related with the normalized speeds on road links.

In addition to modeling the likelihood of crash occurrence, a number of studies have also investigated the effects of traffic flow conditions on collision type and crash severity (Xie et al. 2017; Xu et al. 2018; Dimitriou et al. 2018). Xie et al. (2017) used the hierarchical Bayesian model to evaluate the impacts of real-time traffic conditions on the likelihood of hit-and-run crashes. Vehicle speed, roadway segment length, and weekend days were found to be positively correlated with the hit-and-run crash risks. Dimitriou et al. (2018) developed a multinomial logit model to assess rear-end crash potential based on vehicle-by-vehicle interactions, geometric characteristics, and operational conditions. The results showed that speed-related traffic variables and vehicle headway are the main traffic variables contributing to the likelihood of rear-end crash potential.

The loop detector data were the most commonly used traffic flow data for real-time crash risk modeling. In recent studies, traffic flow data collected from other traffic surveillance equipment have also been used for developing real-time crash risk models (Wang et al. 2015; Basso et al. 2018; Yuan et al. 2018). For example, Wang et al. (2015) developed a multilevel logistic regression model for real-time crash risk assessment at expressway weaving segments. The traffic flow data collected from the microwave vehicle detection system were used for model development. Basso et al. (2018) developed a real-time crash risk model using traffic flow data measured by the Automatic Vehicle Identification system. Yuan et al. (2018) used conditional logistic regression to link the crash likelihood with real-time traffic conditions and adaptive signal phasing on arterials. The traffic data collected from Bluetooth were used. The results showed that the average speed and upstream volume are the main traffic flow variables affecting crash risks on arterials.

Relatively fewer studies have considered the impacts of environmental conditions in real-time crash risk prediction models. Golob and Recker (2004) and Golob et al. (2004) classified freeway traffic flow into different states by using clustering analyses. Nonlinear canonical correlation analyses were further conducted to identify the relationship between the types of crashes and the traffic states in different weather conditions. A more recent study by Yuan et al. (2018) linked crash risks on arterials with traffic flow conditions and weather characteristics. An indicator variable of rainy weather was used in the model. The rainy weather was found to be significantly correlated with crash risks on arterials. The results of these studies indicated that weather is an important factor affecting crash risks.

However, previous studies generally did not consider the interaction between traffic flow and weather conditions. The impacts of traffic conditions on crash risks were assumed to be the same across different weather. In fact, the effects of traffic flow conditions on crash risks might be distinct between different weather conditions due to the reduced pavement friction and visibility. Moreover, previous studies generally used an indicator variable such as rainy weather or not to describe weather conditions. Such indicator-based weather variables overlooked the impacts of visibility or precipitation intensity on crash risks. This study fills gaps in understanding the interactive relationship between traffic flow and weather conditions. The weather condition classification in meteorology based on visibility and precipitation intensity was adopted in
this study, with the purpose of better modeling the effects of weather conditions on crash risks.

Crashes are random events, the occurrences of which are affected by numerous factors such as human behaviors, traffic flow characteristics, and environmental factors. Existing studies have confirmed that adverse weather conditions significantly affect traffic safety on freeways. Theoretically, the incorporation of weather information may improve the predictive performance of crash risk prediction models. This study aimed to investigate the combined effects of weather factors and real-time traffic conditions on freeway crash risks. This study has the potential to contribute to the field of real-time crash risk assessment by 1) better modeling the effects of weather conditions on crash risks based on the weather condition classification used in meteorology, 2) investigating the interactions between traffic flow characteristics and weather conditions, and 3) incorporating weather information in crash risk models considering the interactions between traffic flow and weather conditions.

2. Design of the case-control study
   a. Logistic regression analysis using case-control data

Logistic regression analysis using case-control data has been widely used in epidemiology to identify the impacts of risk factors on a disease. Recently, the method has been extended to predicting the crash risks on freeways given real-time traffic surveillance data (Abdel-Aty et al. 2004; Xu et al. 2012). Two general approaches are available for conducting a case-control study, including the matched case-control study design and the unmatched case-control design. The major difference between the matched and unmatched case-control design is that for the matched case-control design, controls (noncrash cases) were matched with cases (crash cases) according to some confounding factors such as the time and locations of crashes, while for the unmatched case-control design the control samples were randomly selected.

A matched case-control study design requires a matched analysis, such as the conditional logistic regression model, to account for the selection bias introduced into the study (Rothman and Greenland 1998). Unlike ordinary logistic regression models, the intercepts of a conditional logistic regression model are not constants because the conditional likelihood function is independent of the intercepts. Thus, the conditional logistic regression model cannot be directly used to predict the probability of crash occurrence.

To address this concern, previous researchers have suggested using the log odds ratios to approximate the relative risk of a crash as compared to normal traffic conditions. The normal traffic conditions were defined as the mean values of the traffic flow parameters associated with noncrash cases in each matched pair, which sometimes may be difficult to estimate in practical engineering applications.

The purpose of using the matched case-control study design was to account for the impacts of confounding factors. More recent studies in epidemiology suggested that both matched and unmatched case-control study design can control for the impacts of confounding variables (Rothman and Greenland 1998). The unmatched case-control analysis was used in this study to develop a real-time crash risk model. Traffic and weather data before crash occurrences were taken as cases while the randomly selected traffic and weather data on crash-free days were taken as noncrash cases, that is, the controls. A control-to-case ratio of 4:1 was selected in this study because previous studies in epidemiology have suggested that there was only a small increase in the statistical power beyond a control-to-case ratio of 4:1 (Rothman and Greenland 1998). With the unmatched case-control data, binary logistic regression models were developed to predict the probability crash occurrence on freeways.

The binary logistic regression model has been used in previous studies for predicting a binary-dependent variable as a function of predictor variables (Xu and Tian 2008; Hunter et al. 2011; Xu et al. 2017b). Using the binary logistic regression model, the probability of the occurrence of a crash can be estimated using the following equation:

$$P(x_i) = \frac{1}{1 + e^{-g(x_i)}} \quad (i = 1, 2, \ldots, n),$$

where $P(x_i)$ denotes the probability of the occurrence of a crash and $g(x)$ is the multiple linear combination of explanatory variables, which can be expressed as

$$g(x) = \ln \left( \frac{P(x_i)}{1 - P(x_i)} \right) = \beta_0 + \beta_1 x_{i1} + \cdots + \beta_k x_{ik},$$

where $x_{ik}$ denotes the value of variable $k$ for sample $i$ and $\beta_k$ is the coefficient of variable $k$. The parameters $\beta_0, \beta_1, \beta_2, \ldots, \beta_k$ can be estimated by solving the log-likelihood function (Xu and Tian 2008; Hunter et al. 2011; Xu et al. 2017a), which is given by

$$\ln L(\beta, x) = \sum_{i=1}^{n} \left[ \beta_0 + \beta_1 x_{i1} + \cdots + \beta_k x_{ik} - \ln(1 + e^{\beta_0 + \beta_1 x_{i1} + \cdots + \beta_k x_{ik}}) \right].$$

(3)
The binary logistic regression model classifies an observation as an event (a crash) if the predicted probability of the observation is greater than or equal to a given probability threshold. Otherwise, it will be classified as a nonevent, or in other words, a noncrash case. The probability threshold for distinguishing an event and a nonevent is usually set to 0.5 for a balanced sample in which the number of events is equal to the number of nonevents. However, the value of 0.5 may produce biased prediction performance when dealing with an unbalanced sample, in which the number of observations in one class is greater than that in the other class. For an unbalanced sample, the probability threshold is usually set to the percentage of the actual events in the dataset (Jung et al. 2010), that is, the sample size of crash cases divided by the total sample size of crash and noncrash samples. Since the control-to-case ratio is 4:1 in this study, a probability threshold of 0.2 was adopted for identifying a crash case in the following analyses.

b. Sample size requirements for case-control studies

Before a crash risk prediction model is developed, it is sometimes important to identify if the sample size of the case-control data is adequate to ensure that a reasonable level of statistical power can be achieved for detecting an effect at a significance level. This is particularly true for the present research because the sample size of the crash and noncrash cases in adverse weather conditions is very likely to be much smaller than those in clear weather conditions. Statistical power is the probability of detecting the effect of a variable as statistically significant, given the fact that the effect of the variable is real. In case-control studies, the minimum power is often significant, given the fact that the effect of the variable is real. In case-control studies, the minimum power is often significant, given the fact that the effect of the variable is real. In case-control studies, the minimum power is often significant, given the fact that the effect of the variable is real.

The required sample size for an indicator variable can be estimated using the following equation (Kelsey et al. 1996):

$$N_i = \frac{(Z_{0.025} + Z_{0.025})^2 \sigma^2(r + 1)}{(d)^2r},$$

(4)

where $N_i$ represents the required sample size in the case group with respect to variable $x_i$; $Z$ is the statistic for the standard normal distribution; $\alpha$ represents the level of significance; $\beta$ represents the probability of failing to detect the effect of a variable as statistically significant, given that the effect of the variable is real; $(1 - \beta)$ represents the desired statistical power; $r$ represents the control-to-case ratio; $d$ represents the difference in means between the case and control group; and $\sigma$ represents the standard deviation of the continuous independent variable.

The interaction effect of $x_1$ on crash risks (OR$_{x_1}$) can be estimated as

$$\text{OR}_{x_1} = \frac{\text{odds}(x_1 = 1, x_2 = 0)}{\text{odds}(x_1 = 0, x_2 = 0)} = \frac{e^{0\beta_0 + \beta_1}}{e^{0\beta_0}} = e^{\beta_1}.$$  

(7)

The individual effect of $x_2$ on crash risks (OR$_{x_2}$) can be estimated as

$$\text{OR}_{x_2} = \frac{\text{odds}(x_1 = 0, x_2 = 1)}{\text{odds}(x_1 = 0, x_2 = 0)} = \frac{e^{0\beta_0 + \beta_2}}{e^{0\beta_0}} = e^{\beta_2}.$$ 

(8)

The interaction effect of $x_1$ and $x_2$ on crash risks (OR$_{x_1x_2}$) can be estimated as
Thus, the coefficient of the product term represents the interaction effect on a multiplicative scale. The interaction on an additive scale measures the difference between the combined effect of two independent variables and the sum of their individual effects. The interaction on an additive scale between $x_1$ and $x_2$ in a binary logistic regression model can be estimated by the relative excess risk due to interaction (RERI), which can be calculated using the following equation (Hosmer and Lemeshow 1992):

$$
\text{RERI} = (\text{OR}_{x_1,x_2} - 1) - (\text{OR}_{x_1} - 1) - (\text{OR}_{x_2} - 1) \\
= \text{OR}_{x_1,x_2} - \text{OR}_{x_1} - \text{OR}_{x_2} + 1 \\
= e^{\beta_1 + \beta_2 + \beta_3} - e^{\beta_1} - e^{\beta_2} + 1.
$$

(10)

### 3. Data sources

Data were obtained from a 35-km segment of the northbound lanes of Interstate 880 (I-880 N), a freeway in the San Francisco Bay area of the United States. As shown in Fig. 1, a total of 42 loop detector stations and three weather stations were located along the selected freeway segment. The average spacing between loop detector stations is about 0.8 km, and the average spacing between weather stations is about 11 km. The standard deviation of the spacing between loop detector stations is around 0.5 km. The mean of the distance between upstream detector station and crash location is about 4.3 km. The lower and upper quartiles of this distance are 2.7 and 6.9 km.

Weather conditions were defined based on visibility or precipitation intensity according to the definitions used in meteorology. The low-visibility weather was classified as haze, mist, and fog based on the magnitude of visibility, and the intensity of rainfall was classified as light, moderate, and heavy based on the precipitation intensity (Vautard et al. 2009; Glickman 2000). Considering the sample size in each category, the moderate and heavy rain conditions and the mist and fog conditions were combined. As a result, the study considered five different weather conditions: clear, light rain, moderate/heavy rain, haze, and mist/fog. The definitions for different weather conditions are given in Table 1.

The study presented in this paper was based on an unmatched case-control data structure where the cases were traffic and weather data before crash occurrences, while the noncrash cases were traffic and weather data that were randomly selected in crash-free conditions. For each crash case, four observations of noncrash cases were randomly selected from crash-free days. To be more specific, the location and time of each noncrash case were first generated randomly. The upstream and downstream detector stations at each noncrash case were randomly selected from the 42 loop detector stations. The time of each noncrash case was randomly selected from 210,528 time periods, which is the total number of 5-min intervals in 2008 and 2010. Accordingly, the
The sampling universe contains $8.631 \times 10^6$ potential time-space points. The observations of non-crash cases were randomly selected from the sampling universe. Moreover, it was ensured that no crashes occurred at the location of each noncrash case during the whole day. The traffic flow and weather data for each noncrash case were then extracted based on the randomly generated time and loop detector stations.

The distributions of crash and noncrash cases under different weather conditions are summarized in Table 1. A total of 887 crash cases and 3548 noncrash cases were included in our database. The original dataset was randomly separated into a training set and a testing set with a ratio of 4:1. The training dataset was used to develop a real-time crash risk prediction model, while the validation dataset was used to test the prediction.

### Table 1. Distributions of crash and noncrash cases under different weather conditions.

<table>
<thead>
<tr>
<th>Weather conditions</th>
<th>Crash</th>
<th>Percentage</th>
<th>Noncrash</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light rain&lt;sup&gt;a&lt;/sup&gt;</td>
<td>84</td>
<td>9.5%</td>
<td>107</td>
<td>3.0%</td>
</tr>
<tr>
<td>Moderate&lt;sup&gt;b&lt;/sup&gt;/heavy rain&lt;sup&gt;c&lt;/sup&gt;</td>
<td>25</td>
<td>2.8%</td>
<td>36</td>
<td>1.0%</td>
</tr>
<tr>
<td>Haze&lt;sup&gt;d&lt;/sup&gt;</td>
<td>26</td>
<td>2.9%</td>
<td>75</td>
<td>2.1%</td>
</tr>
<tr>
<td>Mist&lt;sup&gt;e&lt;/sup&gt;/fog&lt;sup&gt;f&lt;/sup&gt;</td>
<td>31</td>
<td>3.5%</td>
<td>65</td>
<td>1.8%</td>
</tr>
<tr>
<td>Clear</td>
<td>721</td>
<td>81.3%</td>
<td>3265</td>
<td>92.0%</td>
</tr>
<tr>
<td>Total</td>
<td>887</td>
<td>100.0%</td>
<td>3548</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

<sup>a</sup> Light rain: precipitation intensity is less than 2.5 mm h<sup>-1</sup>.  
<sup>b</sup> Moderate rain: precipitation intensity is between 2.5 and 7.6 mm h<sup>-1</sup>.  
<sup>c</sup> Heavy rain: precipitation intensity is greater than 7.6 mm h<sup>-1</sup>.  
<sup>d</sup> Haze: visibility is between 2 and 5 km.  
<sup>e</sup> Mist: visibility is between 1 and 2 km.  
<sup>f</sup> Fog: visibility is less than 1 km.
performance of the model. The training dataset included 710 crash cases and 2840 noncrash cases, while the validation dataset includes 177 crash cases and 708 noncrash cases.

As shown in Table 2, 21 candidate variables were considered for developing real-time crash risk prediction models. Equations (4) and (5) were then used to identify if the sample size of the training dataset was large enough to detect the impacts of candidate variables on crash risks. The statistical power and the level of significance were set to 80% and 0.05, respectively. It was found that the sample size of the training dataset satisfied the sample size requirements for most of the candidate variables, except for haze. As mentioned before, haze is a binary variable that represents the weather condition in which the visibility is between 2 and 5 km. As shown in Table 1, the difference in the proportions of the observations of haze between the crash and noncrash cases is very small (0.8%), indicating that the impacts of haze on crash risks are negligible. To detect such a small difference, a large sample size of 16915 is needed for haze, which is not cost effective or feasible.

4. Results of data analysis

a. Model specification

Binary logistic regression models were fitted to the unmatched case-control data to identify how traffic flow characteristics and weather conditions affected the crash risks on freeways. For the purpose of comparison, we also developed a reduced model in which the weather information was not included. To account for the possible correlations between candidate variables, the Pearson correlation parameters were calculated between different pairs of candidate-independent variables and generated several combinations that included the maximum number of uncorrelated variables. Stepwise variable selection was then conducted to select the independent variables that should be included in crash risk models. The log-likelihood at the convergence of each model was compared. The model with the highest log-likelihood was considered the best model.

The crash risk prediction models were developed using the training dataset. The models were specified using the Statistical Analysis Software package SAS 9.2. Regression results of the full model and the reduced model were given in Tables 3 and 4, respectively. A likelihood ratio test was conducted to identify if the inclusion of weather information significantly improved the goodness-of-fit of the crash risk prediction model. The test statistic is given by (Washington et al. 2003):

$$\chi^2 = -2[LL(\beta_T) - LL(\beta_x)] \ , \ (11)$$

where $LL(\beta_T)$ is the log-likelihood of the reduced model in which the weather information was not included and $LL(\beta_x)$ is the log-likelihood of the full model in which both traffic flow and weather variables were included. The test statistic is $\chi^2$ distributed with the degree of freedom being equal to the number of parameters in the
full model minus the number of parameters in the reduced model. It can be concluded that the full model produced better goodness of fit if the $p$ value of test statistic $\chi^2$ is lower than the significance level of 0.05.

As shown in Tables 3 and 4, the log-likelihoods of the full and reduced models are $-1670.62$ and $-1708.023$, respectively. The test statistic $\chi^2$ can be calculated as $-2 \times (\chi^2_{	ext{full}} - \chi^2_{	ext{reduced}}) = 1708.023 - 1670.62 = 37.4$. This value is much greater than the critical value of 23.51 for $\chi^2$ distribution with 4 degrees of freedom at the significance level of 0.0001, indicating that the full model produces significantly better fitness than does the reduced model. Accordingly, including weather information significantly improved the goodness of fit of the crash risk model.

The best model has seven independent variables, including three traffic flow variables, three indicator variables for weather conditions, a product term, and the spacing between upstream and downstream stations. The research team tested the interactions between different traffic flow and weather variables when developing the crash risk prediction model. Only the interaction between the light rain and upstream occupancy was found to be statistically significant. A possible explanation is that during other adverse weather conditions considered in this study, the speeds that drivers choose on freeways are not sensitive to traffic conditions. Instead, drivers’ behavior in these adverse weather conditions such as mist/fog and moderate/heavy rain is largely determined by the factors such as the precipitation intensity and visibility.

As shown in Table 3, the upstream occupancy, downstream speed, and downstream speed variance significantly affected crash risks. Both the upstream occupancy and downstream speed variance have positive coefficients, indicating that the crash risk increases as the upstream traffic density and the downstream speed variance increase. The negative coefficient of the downstream speed indicates that the crash risk increases as the downstream speed decreases. These results are consistent with the findings of previous studies (Abdel-Aty et al. 2004; Lee et al. 2003). The spacing between the upstream and downstream stations was the only geometric parameter that was significant in the crash risk model. The positive coefficient of this variable suggests that the crash risk increases as the length between the upstream and downstream stations increases. The segment length can be considered as an exposure to crash risks. When meeting hazardous traffic flow conditions with high crash potential, the vehicles on the longer segments are more exposed to such hazardous traffic flow conditions than those on the shorter segments. Accordingly, for the same traffic conditions, the crash risks on the longer segments are higher than the crash risks on the shorter segments. The other geometric variables were not found to be statistically significant. A possible explanation is that the traffic flow variables included in the model partly reflected the impacts of geometric characteristics on real-time crash risks, because the real-time traffic flow data such as speed variance was heavily affected by the geometric design of the selected freeway sections.

Of the four indicator variables for weather conditions, light rain, moderate/heavy rain, and mist/fog were found to be statistically significant. The coefficients for these three variables are all positive, implying that these adverse weather conditions significantly increase the likelihood of crash occurrences on freeways. As expected, the impacts of haze on freeway crash risks were not found to be statistically significant.

The production term between upstream occupancy and light rain indicates the complex interactive relationship between weather and traffic flow conditions. On the one hand, the light rain affects safety by reducing visibility and increasing vehicle stopping distance. The coefficient of the product term between the upstream occupancy and light rain is negative, indicating that the impacts of light rain on crash risks increase as the upstream occupancy decreases. The finding is intuitive because traffic in free-flow states tends to have higher
speeds, which increases the crash risks under light rain conditions in which the pavement friction and visibility are reduced.

One the other hand, light rain can also affect safety by reducing travel speed. The negative coefficient of the product term between occupancy and light rain also indicates that the light rain decreases the impact of the occupancy on crash risks. Drivers tend to drive more cautiously by reducing vehicle speed in light rain. Vehicles generally have lower speed in light rain than in clear weather under the same occupancy conditions. Accordingly, the impact of occupancy on crash risks in light rain is lower than that in clear weather.

Odds ratio analyses were further conducted to quantitatively evaluate the impacts of each variable on crash risks. The odds ratios associated with different independent variables are given in Table 5. The odds ratio represents the increase in the odds of the outcome with one unit increase in the independent variable. The results of the odds ratio analyses showed that the risks of crashes would increase by 1.875 times during moderate/heavy rains and by 1.1 times in mist/fog as compared to the clear weather condition, given that other traffic flow variables remained the same. The odds ratio for the downstream speed is 0.986, implying that the crash risk will decrease 1.4% with each unit increase in the downstream speed. The odds ratio for the downstream speed variance is 1.021, indicating that one unit increase in downstream speed variance increases the crash risk by 2.1%.

As shown in Table 3, the coefficient of light rain is greater than that of moderate/heavy rain. However, it does not necessarily mean that light rain has a greater effect on crash risks than moderate/heavy rain. Considering the interaction between the upstream occupancy and light rain, the odds ratios for each of these two variables can be estimated only when the value of one of the variables is given.

For example, when the upstream occupancy is equal to 15%, the odds ratios associated with light rain can be estimated as follows:

\[
\text{OR} = \frac{\text{odds(Light rain = 1, Occ}_{up} = 15\%)}{\text{odds(Light rain = 0, Occ}_{up} = 15\%)} = e^{2.309-15\times0.117} = 1.740.
\]

Bootstrap analyses were further conducted to quantify the interaction effect between the upstream occupancy and the light rain. The purpose of bootstrap analyses lies in two aspects. First, the significance of interaction effects such as the RERI cannot be directly estimated by the logistic regression. The bootstrap analysis was used to investigate whether there is a significant interaction effect between these two variables. It quantifies the difference between the combined effect and the individual effect of these two interacted variables. Moreover, bootstrap analysis is less expensive and more efficient than collecting a large sample of crashes that occurred in adverse weather. Both crashes and adverse weather are rare events. The crashes occurring in adverse weather are extremely rare events.

As mentioned above, the RERI and the coefficient of the product term were used to estimate the interaction effect on an additive scale and on a multiplicative scale, respectively. From the original training dataset, 10,000 bootstrap samples were created by randomly drawing observations with replacement. Each bootstrap sample had the equal sample size with the original training dataset. Crash risk prediction models were developed for different bootstrap samples. The RERI was then calculated for each of the crash risks model using Eq. (10). The bootstrap sampling distributions of the coefficient of the product term and the RERI for the 10,000 crash risk models were illustrated in Figs. 2 and 3.

The research team calculated the mean and the 95% confidence interval for the RERI and the coefficient of the product term. The 95% confidence intervals were estimated as the 2.5nd and the 97.5th percentiles of the bootstrap sampling distribution.

### Table 5. The odds ratios estimates for different variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Point estimate</th>
<th>Lower</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed(_{down})</td>
<td>0.986</td>
<td>0.982</td>
<td>0.990</td>
</tr>
<tr>
<td>Std dev of Speed(_{down})</td>
<td>1.021</td>
<td>1.005</td>
<td>1.038</td>
</tr>
<tr>
<td>Moderate/heavy rain</td>
<td>2.875</td>
<td>1.561</td>
<td>5.296</td>
</tr>
<tr>
<td>Mist/fog</td>
<td>2.100</td>
<td>1.311</td>
<td>3.362</td>
</tr>
<tr>
<td>Length</td>
<td>2.195</td>
<td>1.495</td>
<td>3.224</td>
</tr>
</tbody>
</table>

![FIG. 2. Bootstrap sampling distribution of the coefficient of the product term.](image-url)
As mentioned before, the coefficient of the product term represents the interaction effect on a multiplicative scale. The expected value of the coefficient of the product term is 0.120, indicating the fact that the combined effect of the upstream occupancy and the light rain on crash risks is \(1 - \exp(0.120) = 0.113\) times less than the product of their individual effects. As shown in Fig. 3, the expected value of the RERI is given by -1.095, indicating the fact that the combined effect of the upstream occupancy and the light rain on crash risks is 1.095 times less than the sum of their individual effects.

\[b. \ Prediction \ performance\]

The prediction performance of the full model with both traffic and weather variables was tested using both the training and validation dataset. The results are given in Table 6. For the training dataset, 61.9% (440 of 710) of crash cases and 67.1% (1906 of 2840) of noncrash cases were correctly identified by the full model, indicating that the crash risk prediction model with weather variables has reasonable goodness of fit to the training data. For the validation dataset that was not used for model specification, 62.7% (111 of 177) crash cases and 66.0% (467 of 708) noncrash cases were correctly predicted. An overall prediction accuracy of 65.3% was achieved for both crash and noncrash cases in the validation dataset, indicating a reasonable prediction capability of the crash risk prediction model.

For comparison purposes, we also tested the prediction accuracy of the reduced model in which weather information was not included. For the training dataset, 56.5% crash cases and 65.2% noncrash cases were correctly identified by the reduced model. For the validation dataset, 55.9% crash cases and 64.7% noncrash cases were correctly predicted by the reduced model. From Table 6 it is clear that the full model provides better prediction performance than the reduced model.

The incorporation of weather information in crash risk models improved the prediction accuracy of crash occurrences by 6.8% and reduced the false alarm rate by 1.3%. The McNemar test was further applied to examine whether the prediction performance of the full model is significantly higher than that of the reduced model. The McNemar test is a nonparametric test of which the null hypothesis is that two related dichotomous variables have the same mean (Etemadi et al. 2009). The test was often used for comparing the prediction accuracy of two prediction models (Lensberg et al. 2006; Etemadi et al. 2009). In this study, the McNemar tests were conducted using both training and validation datasets. The results showed that the prediction performance of two models was significantly different at 0.001 significant level (\(\chi^2 = 18.356, P < 0.0001\)). Therefore, the prediction accuracy of the full model is significantly better than that of the reduced model.

The prediction accuracy of the crash risk models is affected by the predetermined probability threshold. The research team further developed receiver operating characteristic (ROC) curves to compare the prediction performance of the full and reduced models with different probability thresholds. The ROC curves for the full and reduced models on the training and validation datasets were illustrated in Figs. 4 and 5. The ROC curves illustrate the relationship between the true

<table>
<thead>
<tr>
<th>Sample</th>
<th>Model</th>
<th>Actual group membership</th>
<th>Predicted group membership</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Crash</td>
<td>Noncrash</td>
</tr>
<tr>
<td>Training dataset</td>
<td>Full</td>
<td>Crash</td>
<td>440</td>
<td>270</td>
</tr>
<tr>
<td></td>
<td>Model</td>
<td>Noncrash</td>
<td>934</td>
<td>1906</td>
</tr>
<tr>
<td></td>
<td>Reduced</td>
<td>Crash</td>
<td>401</td>
<td>309</td>
</tr>
<tr>
<td>Validation sample</td>
<td>Reduced</td>
<td>Noncrash</td>
<td>988</td>
<td>1852</td>
</tr>
<tr>
<td></td>
<td>Full</td>
<td>Crash</td>
<td>111</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>Model</td>
<td>Noncrash</td>
<td>241</td>
<td>467</td>
</tr>
<tr>
<td></td>
<td>Reduced</td>
<td>Crash</td>
<td>99</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>Model</td>
<td>Noncrash</td>
<td>250</td>
<td>458</td>
</tr>
</tbody>
</table>
positive rate (sensitivity) and the false alarm rate $(1 - \text{specificity})$ for a given threshold from 0 to 1. For both training and validation dataset, the ROC curves for the full model are always to the left of the curves for the reduced model, indicating the fact that the prediction accuracy of the full model is always greater than that of the reduced model no matter what probability threshold is selected.

The threshold used in Table 6 was selected to achieve a balance between prediction accuracy of crash cases and noncrash cases. Such a selection of threshold is commonly used to test the theoretical prediction accuracy of event and nonevent. For practical engineering applications, the threshold value should be carefully selected to achieve a proper false alarm rate according to the characteristics and the requirement of practical implementations. As shown in Fig. 4, there is a trade-off between crash prediction accuracy and false alarm rate. The crash prediction accuracy increases with an increase in the false alarm rate. When the models are used to estimate crash risks, drivers can be warned about the traffic conditions with high crash potential. A reasonably low false alarm rate should be selected to reduce the danger of losing drivers' responsiveness to the alerts. Even though a low false alarm rate leads to a significant reduction in the prediction accuracy of crash case, the developed model can still achieve about 18% prediction accuracy of crash case at the false alarm rate of 0.05.

When the model is used in the advanced dynamic safety management systems such as the variable speed limit and ramp metering systems, the false alarm rate is not as critical as it is for warning-based systems. In these applications, drivers do not know the reason of the change in a speed limit or a ramp metering rate. Besides, mitigating the turbulent traffic flow conditions can also provide operational improvements even though it might not lead to a crash (Ahmed et al. 2012a,b). Accordingly, in these applications, the thresholds can be selected to achieve a reasonable balance between prediction accuracy of crash cases and noncrash cases.

ROC curves were also developed for both models under different weather conditions using the whole dataset. The purpose of doing so was to compare the prediction performance of the full and reduced models under different weather conditions. Figure 6 illustrates the ROC curves for both models under adverse weather conditions, including light rain, moderate/heavy rain, haze, and mist/fog. The curve for the full model is always to the left of the curve for the reduced model, indicating the fact that the full model increases the prediction performance of the crash risk prediction model under adverse weather conditions. The ROC curves for the full and reduced models under clear weather conditions are illustrated in Fig. 7. The ROC curve for the full model almost coincides with the curve for the reduced model, indicating that the full model does not change the prediction performance of the crash risk prediction model under clear weather conditions. The results suggest that the inclusion of weather information in crash risk prediction models increases the overall prediction performance mainly by increasing the prediction accuracy for crashes during adverse weather conditions.

5. Summary and discussions

The study presented in this paper investigated the combined effects of weather and traffic flow characteristics on freeway crash risks. We also studied the benefits
of incorporating weather information in freeway real-time crash risk prediction models that have traditionally focused on traffic flow parameters. Traffic and weather data were collected from a 35-km segment on the I-880 N freeway in the San Francisco Bay area. Based on visibility and precipitation intensity, the weather conditions were classified into five categories: clear, light rain, moderate/heavy rain, haze, and mist/fog. Logistic regression models using unmatched case-control data were developed to relate crash risks to various explanatory variables. Two issues were discussed when the crash risk models were developed. The first issue was related to the sample size requirements for case-control studies, and the second issue was related to the possible interaction between the weather and traffic flow variables.

The model specification results showed that adverse weather conditions, that is, light rain, moderate/heavy rain, and mist/fog, significantly increased the risks of crash occurrences on freeways. The results of the odds ratio analyses showed that the risks of crashes would increase by 1.875 times during moderate/heavy rains, and by 1.1 times in mist/fog as compared to the clear weather condition, given that other traffic flow variables remained the same. The interaction between the upstream occupancy and the light rain was found to be statistically significant. The bootstrap analysis results showed that the interaction effect of the upstream occupancy and the light rain on crash risks were 0.113 times less than the product of their individual effects and 1.095 times less than the sum of their individual effects.

For the purposes of comparison, a reduced crash risk model was also developed in which the weather information was not included. The results of the \( \chi^2 \) test showed that the inclusion of weather variables significantly improved the goodness of fit of the crash risk model. The prediction performance of the full model and the reduced model were also compared. It was found that the full model produced better prediction performance for crash risks than did the reduced model. The incorporation of weather information in crash risk models improved the prediction accuracy of crash occurrences by 6.8% and reduced the false alarm rate by 1.3%. Assuming that 100 crashes will occur on a freeway in a future period, the full model can predict 7 more crashes than the reduced model. This is a considerable improvement for practical engineering applications. At the same time, the full model also provides improved prediction accuracy of noncrash cases. Note that the improvements in prediction performance were based on the dataset in which adverse weather accounted for only 10% of the total observations. It can be expected that the improvements in prediction performance will be more significant for the dataset with larger proportions of the observations in adverse weather conditions. The McNemar test indicates that the prediction performance of the full model is significantly higher than that of the reduced model. Accordingly, the inclusion of weather information leads to a considered improvement in predictive performance of the crash risk model.

ROC curves were further developed to compare the prediction performance of the full model and the reduced model across various probability thresholds and under different weather conditions. It was found that the full model always produced better prediction accuracy than the reduced model, no matter what probability threshold was selected. It was also found that the
inclusion of weather information in crash risk prediction models increased the overall prediction performance mainly by increasing the prediction accuracy for crashes during adverse weather conditions. The inclusion of weather information had minor impacts on the prediction performance in clear weather conditions.

The crash risk models developed in this study have the potential to be used in freeway dynamic traffic control systems to help identify hazardous driving conditions. The crash risk models can also help us better understand the impacts of weather conditions and traffic flow characteristics on freeway crash risks. However, before the crash risk model is used in practical engineering applications, research is still needed to study the impacts of other adverse weather conditions, such as ice and snow on freeway crash risks. Because of the limitations of the data sources, the impacts of snowy weather on crash risks cannot be considered in the model. Further research is warranted to evaluate the interactive effect between real-time traffic flow conditions and snowy weather.
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