Genetic algorithm hyper-parameter optimization using Taguchi design for groundwater pollution source identification
Xuemin Xia, Simin Jiang, Nianqing Zhou, Xianwen Li and Lichun Wang

ABSTRACT
Groundwater pollution has been a major concern for human beings, since it is inherently related to people’s health and fitness and the ecological environment. To improve the identification of groundwater pollution, many optimization approaches have been developed. Among them, the genetic algorithm (GA) is widely used with its performance depending on the hyper-parameters. In this study, a simulation–optimization approach, i.e., a transport simulation model with a genetic optimization algorithm, was utilized to determine the pollutant source fluxes. We proposed a robust method for tuning the hyper-parameters based on Taguchi experimental design to optimize the performance of the GA. The effectiveness of the method was tested on an irregular geometry and heterogeneous porous media considering steady-state flow and transient transport conditions. Compared with traditional GA with default hyper-parameters, our proposed hyper-parameter tuning method is able to provide appropriate parameters for running the GA, and can more efficiently identify groundwater pollution.
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INTRODUCTION
With the gradual aggravation of the global water pollution problem, research on various types of water pollution is rapidly increasing (Ayvaz 2010; Parsaie & Haghiabi 2017a; Parsaie & Haghiabi 2017b). Groundwater pollution, which can cross boundaries and affect large areas, has become the focus of water pollution research. In consideration of the great difficulties and high cost of groundwater pollution remediation, the most effective solution is to limit the damage at source, so information concerning pollution sources, such as source location, release magnitude and release period, needs to be collected before taking actions to reverse the trend (Yeh et al. 2007). Pollution source identification aims at recognizing the source information from sparsely available observation wells, paving the way for effective management and restoration strategies to achieve a better subsurface environment (Mirghani et al. 2009).

The simulation-optimization method, i.e., in which the physically based simulator is externally linked to the optimization model, is one of the widely used methods for identifying contaminant sources (Singh & Datta 2006; Ayvaz 2010). Specifically, groundwater flow and contaminant transport processes are performed first. Afterwards, the optimization model is used to identify the pollution source as an optimization problem (Datta et al. 2011). Many optimization approaches, such as the simulated annealing (SA) method (Jha & Datta 2013), pattern search (PS) method (Davey 2008), classified optimization-based method (Datta et al. 2011), have been developed to minimize the objective
function of deviations between measured and simulated concentrations.

Genetic algorithm (GA) is one of the optimization methods that has received increasing attention in recent decades (Mitra et al. 1998; Kalayci et al. 2016). Its popularity is attributed to the independence of functional derivatives, and the capability to solve both discrete and continuous optimization problems and to avoid getting trapped in the local optima that inevitably appear in many practical optimization problems (Javadi et al. 2005). GA has been widely applied in many groundwater and surface water inverse problems (Huang & Lei 2010; Ayvaz 2016). For example, Zou et al. (2007) carried out a search for near-optimal solutions of a complicated water quality model. Singh et al. (2008) adopted an interactive multi-objective GA to improve the plausibility of the estimated hydraulic conductivity fields for the heterogeneous groundwater model. Jin et al. (2009) successfully identified a groundwater contaminant source at the Borden emplacement site using GA coupled with a local search approach.

To enhance GA optimization performance, a set of appropriate hyper-parameters like mutation function, population size, elite count, crossover fraction, fitness scaling function, and so on, need to be determined. The typical methods of determining these hyper-parameters are based on user-experience and/or trial-and-error methods (Erickson et al. 2002; Fazal et al. 2005). However, there are no physical explanations about how to determine the optimal hyper-parameter set in previous studies (Islam et al. 2015; Velayutham et al. 2016).

Recent years have witnessed the increasing availability of combined methods for selecting the GA hyper-parameter set, according to which some parameters are selected by design of experiment (DoE), some are obtained through user-experience/trial-and-error methods, some are chosen from published papers and others are set by default (Bhunia & Sahoo 2011; Arabali et al. 2015). Some default parameters and trial-and-error-based methods are used (Giacobbo et al. 2002), while some parameters are chosen from existing publications and others are set by experience when GA is applied to groundwater inverse modeling problems (Bastani et al. 2010). In addition, default parameters, user-experience-based methods as well as those adopted from other papers are combined to get a suitable set of GA parameters for removing heavy metal pollutants from groundwater (Awad et al. 2013). Finally, some parameters from the DoE method, some by user-experience-based methods and the rest by default are synthesized to solve groundwater management problems (Moharram et al. 2012).

Nevertheless, the above methods are all problem-related methods, and the performance may not be maximized when dealing with other problems. Also, the mixing of default parameters, parameters determined by other publications and trial-and-error/user-experience-based methods weaken those combined methods, making them unable to comprehensively reflect the effect of parameter selection on the performance. Therefore, a systematic approach is required to select the optimal parameter set to overcome these limitations.

Our study proposes to use the Taguchi design (TD) for tuning hyper-parameters to enhance the performance of GA. The accuracy of TD has been verified when solving a two-dimensional and four large-scale mathematical problems (Dao et al. 2016). Moreover, the solutions obtained by GA with optimized hyper-parameters are much better than those obtained by other methods, including PS, SDA (spiral dynamic algorithm) and BFA (bacterial foraging algorithm) (Yang & El-Haik 2003).

The objective of this study is to develop a comprehensive and systematic method, i.e., TD-based GA (TD_GA), to identify the pollution sources in a two-dimensional aquifer. Our paper consists of four parts. Firstly, the hyper-parameters were initialized to generate TD and a series of linked simulation–optimization model experiments were conducted. Then, ANOVA (analysis of variance) analysis of the experimental data proceeded for determining the optimal hyper-parameters. Subsequently, the determined hyper-parameters were used to identify the characteristics of groundwater pollution sources. Finally, assessment was done to demonstrate the efficiency and accuracy of the proposed method.

GROUNDWATER SIMULATION–OPTIMIZATION MODEL

Formulation of the groundwater simulation model

Contaminant transport may potentially include advection, dispersion, diffusion, adsorption, and biodegradation processes. Prior to the numerical simulation of contaminant transport,
the groundwater flow field was implemented by solving the steady-state flow in a two-dimensional aquifer system:

$$\frac{\partial}{\partial x_i} \left( T_{ij} \frac{\partial h}{\partial x_j} \right) + W = 0 \quad i, j = 1, 2$$

(1)

where \( T_{ij} \) is the transmissivity, \( h \) is the hydraulic head, \( W \) is the volumetric flux per unit volume (positive for inflow and negative for outflow), and \( x \) are the Cartesian coordinates. The head distribution can be used to determine \( \nu_i \) according to Darcy’s law:

$$\nu_i = -\frac{K_{ij}}{\theta} \frac{\partial h}{\partial x_j} \quad i, j = 1, 2$$

(2)

where \( K_{ij} \) is the hydraulic conductivity, and \( \nu_i \) is the average linear velocity of groundwater flow.

The two-dimensional contaminant transport in groundwater is given as:

$$\frac{\partial (\theta C)}{\partial t} + \frac{\partial}{\partial x_i} (\theta C \nu_i) - \frac{\partial}{\partial x_j} \left( \theta D_{ij} \frac{\partial C}{\partial x_j} \right) - \frac{C_w W}{\theta} = 0 \quad i, j = 1, 2$$

(3)

where \( \theta \) is the porosity, \( C \) is the contaminant concentration, \( D_{ij} \) is the dispersion coefficient (a second-order tensor), and \( C_w \) is the source term for the concerned contaminant.

The two-dimensional contaminant transport in groundwater was simulated by Equations (1) and MT3DMS were used to simulate the groundwater contaminants being released at a specified point.

Formulation of the groundwater pollution optimization model

The optimization model determines the unknown source characteristics by minimizing the difference error between the observed and estimated concentration. We used the root mean square error (RMSE) as the metric to assess the goodness of the optimization process:

$$RMSE = \sqrt{\frac{1}{Nt} \sum_{i=1}^{Nt} \sum_{k=1}^{Nk} \left( C_{obs}^i_k - C_{est}^i_k \right)^2}$$

(4)

subject to:

$$C = f(q)$$

(5)

$$C^L \leq C \leq C^U$$

(6)

$$q^L \leq q \leq q^U$$

(7)

where \( C_{obs}^i_k \) is the observed concentration at the observation location \( i \), in the stress period \( k \), \( C_{est}^i_k \) is the estimated concentration at the observation location \( i \) in the stress period \( k \), \( Nt \) is the number of observation locations, \( Nk \) is the number of observation stress periods, \( q \) is the vector of source fluxes, and \( C \) is the vector of estimated concentrations.

In Equation (5), \( f(q) \) represents the function that transforms the contaminant source fluxes into simulated concentrations via the physically based model. It is linked to the optimization model. Equations (6) and (7) present the constraints of the concentrations and source fluxes, respectively.

The following will discuss the applicability of the GA optimization approach with optimal hyper-parameters for solving groundwater pollution source identification problems.

**METHODOLOGY**

There are seven parameters that can significantly affect the outcomes of the GA optimization method for groundwater source identification: migration direction, population size, fitness scaling function, selection function, elite count, crossover fraction, and crossover function. Most of them are discrete parameters, while crossover fraction is a continuous parameter, and population size and elite count are integer numbers. However, both integer and continuous parameters are treated as being continuous for simplicity (Dao et al. 2016). The TD_GA that was developed here contains four steps for getting the optimal set of hyper-parameters, i.e., the input for the GA optimization method.

**Generating Taguchi experimental design**

Taguchi experimental design is a comprehensive quality strategy that builds robustness into the process at its
design state when a large number of parameters are considered (Yang & El-Haik 2003). Determined by the number of parameters in consideration and parameter levels available in the optimization approach, the Taguchi Orthogonal Array Design L32(2^4,4^7) was selected (Table 1). In this method, each parameter (migration direction) has two levels, and each subsequent parameter has four levels in the whole 32 experiments (this is demonstrated by the experimental layout in Table 2). The details of the experimental design are shown in Tables 1 and 2.

**Conducting the experiments**

The hyper-parameters of GA are set according to the obtained experimental layout, based on the well-defined objective function and constraints. To be a fair comparison, the calculation time for each experiment should be exactly the same. Each experiment should be repeated several times (i.e., six times) to improve the consistency of the experimental response.

**Analysis of the experimental data**

We used the SPSS ANOVA analysis to evaluate the effects of the hyper-parameters on GA optimization performance. As can be seen in the results of the ANOVA analysis (Table 3), the $F$ value, compared with the sum of squares, seems to be a better measure of the relative importance of an effect for the experimental response. The larger the $F$ ratio is, the more important the hyper-parameter is. At the same time, the $p$ value was used to determine whether a parameter is statistically significant for the experimental response. As $p$ is less than 0.05, the effect will be considered significant.

**Selection of the hyper-parameters**

After completing the ANOVA analysis, the parameters of GA optimization method can be divided into two groups: one group has significant effects on results, while the other does not.

The method of selecting the optimal hyper-parameter values are the same for significant and insignificant parameters to some extent, except for the continuous parameters. For the significant discrete parameters, the rule for selecting the hyper-parameter level is based on the main-effect chart generated by SPSS. That is, the level connected with the highest fitness values should be selected. But for the significant continuous parameters, the gradient-based technique can be used to find the optimal values for a further tuning process if necessary, or as mentioned before, the optimal parameter level should be selected with the highest fitness values. Moreover, for insignificant parameters, the means of selecting the optimal parameter level is exactly the same as for the significant discrete parameters.

**CASE STUDY**

A hypothetical site based on the case in Jiang et al. (2013) was used to assess the TD_GA in terms of searching for the optimal hyper-parameters of GA. In this illustrative

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Code</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Migration direction</td>
<td>A</td>
<td>Both</td>
<td>Forward</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Population size</td>
<td>B</td>
<td>50</td>
<td>100</td>
<td>150</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>Fitness scaling function</td>
<td>C</td>
<td>Proportional</td>
<td>Shift linear</td>
<td>Top</td>
<td>Rank</td>
</tr>
<tr>
<td>4</td>
<td>Selection function</td>
<td>D</td>
<td>Tournament</td>
<td>Uniform</td>
<td>Roulette</td>
<td>Stochastic uniform</td>
</tr>
<tr>
<td>5</td>
<td>Elite count</td>
<td>E</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>Crossover fraction</td>
<td>F</td>
<td>0.3</td>
<td>0.5</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>7</td>
<td>Crossover function</td>
<td>G</td>
<td>Scattered</td>
<td>Tow point</td>
<td>Arithmetic</td>
<td>Single point</td>
</tr>
</tbody>
</table>
case, irregular geometry and non-uniform media were considered. The released pollutant was conservative, and the steady-state flow and transient transport conditions were all studied for the groundwater flow system. Moreover, the initial conditions, the boundary conditions, and the length of release periods were known as priors.

### Case description

We focused on a two-dimensional, heterogeneous, isotropic confined aquifer (Figure 1). The flow domain is 25 km in the x-direction and 10 km in the y-direction. The upper-left (AB) and right (CD) sites are constant hydraulic head boundaries.
with hydraulic heads of 75.0 m and 50.0 m, respectively, while the other two sides were set to be no-flow boundaries. There were two active pollution sources (S1, S2), and six observation wells (O1–O6) for collecting the pollution concentrations at each stress period. There were four different hydraulic conductivity zones in the aquifer domain and the hydraulic conductivities ($K$) were uniform and isotropic in each zone, the values for zones 1–4 being $K_1 = 20$ m/d, $K_2 = 10$ m/d, $K_3 = 5$ m/d, and $K_4 = 30$ m/d, respectively.

The targeted simulation time duration was 6,000 days long and was divided into 60 equal stress periods, so that each stress period was 100 days. It was assumed that pollutant sources were released in the first four stress periods. The source fluxes were unknown and needed to be determined by the observational data. It can be inferred that there were eight unknown variables, which contained source fluxes of two sources in four stress periods ($2 \times 4$). The aquifer parameters and source characteristics are listed in Tables 4 and 5.

### Applicability of the proposed method

The first step was constructing the experiments to generate the necessary data for the subsequent ANOVA analysis. Hyper-parameters of GA in every experiment were set according to Table 2 to achieve the optimized model. Meanwhile, we ran all 32 designed experiments with the same computing time to estimate the fitness values of the objective function (Table 2), from which we picked out the optimal parameters in the ANOVA analysis based on the minimum value.

The second step is to analyze the resultant experimental data. The ANOVA table and main-effect chart generated by SPSS are presented in Table 3 and Figure 2. The primary concern is the magnitude of $p$ in the ANOVA analysis, which can be further used to evaluate the significance of the hyper-parameters for GA optimization performance.

#### Table 3 | ANOVA analysis

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Seq SS</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>1.027</td>
<td>0.312</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>0.61</td>
<td>0.61</td>
<td>0.20</td>
<td>0.892</td>
<td>0.447</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>3.73</td>
<td>3.73</td>
<td>1.24</td>
<td>5.452</td>
<td>0.001</td>
</tr>
<tr>
<td>D</td>
<td>3</td>
<td>20.78</td>
<td>20.78</td>
<td>6.93</td>
<td>30.341</td>
<td>0.000</td>
</tr>
<tr>
<td>E</td>
<td>3</td>
<td>6.87</td>
<td>6.87</td>
<td>2.29</td>
<td>10.025</td>
<td>0.000</td>
</tr>
<tr>
<td>F</td>
<td>3</td>
<td>2.37</td>
<td>2.37</td>
<td>0.79</td>
<td>3.457</td>
<td>0.018</td>
</tr>
<tr>
<td>G</td>
<td>3</td>
<td>3.28</td>
<td>3.28</td>
<td>1.09</td>
<td>4.782</td>
<td>0.003</td>
</tr>
<tr>
<td>Error</td>
<td>172</td>
<td>39.28</td>
<td>39.28</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>192</td>
<td>147.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1 | Plan view of the hypothetical aquifer model.
That is, if the $p$ value of the parameter is less than 0.05, the parameter is widely considered to be significant for the relevant problem.

The third step is to select the optimal GA hyper-parameter set for solving the case study problem. As mentioned before, the level of parameter with the highest fitness value is selected to be the optimal hyper-parameter set of the GA in the optimization program (Figure 2).

RESULTS AND DISCUSSION

In order to identify the two-dimensional groundwater pollution sources, the TD_GA was used to minimize discrepancies between the simulated concentrations and actual observations. As expected, the larger the fitness value is, the better the performance of the GA optimization approach is.

### Table 4 | Aquifer parameters for hypothetical aquifer model

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal dispersivity $a_L$ (m)</td>
<td>25</td>
</tr>
<tr>
<td>Transverse dispersivity $a_T$ (m)</td>
<td>2.5</td>
</tr>
<tr>
<td>Effective porosity $\theta$</td>
<td>0.35</td>
</tr>
<tr>
<td>Saturated thickness $b$ (m)</td>
<td>30</td>
</tr>
<tr>
<td>Initial concentration $C_0$ (mg/L)</td>
<td>0</td>
</tr>
<tr>
<td>Grid spacing in x-direction $\Delta x$ (m)</td>
<td>100</td>
</tr>
<tr>
<td>Grid spacing in y-direction $\Delta y$ (m)</td>
<td>100</td>
</tr>
<tr>
<td>Length of the stress periods $\Delta t$ (day)</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table 5 | Actual values of the source fluxes in first four stress periods

<table>
<thead>
<tr>
<th>Pollution sources</th>
<th>Source fluxes in each stress period (g/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SP1</td>
</tr>
<tr>
<td>S_1</td>
<td>48</td>
</tr>
<tr>
<td>S_2</td>
<td>24</td>
</tr>
</tbody>
</table>

Figure 2 | Main-effect chart.
The p values of C, D, E, F and G are all less than 0.05 (Table 3), which means these parameters are statistically of pronounced significance for GA optimization performance. Among these parameters, E and F, which represent elite count and crossover fraction, were both treated as continuous. The highest fitness values appear at level 2 of both elite count and crossover fraction in the main-effect chart (Figure 2) and not the boundary levels like those of level 1 and 4, so it is unnecessary to tune these two hyper-parameters. The values of elite count and crossover fraction were set to be 5 and 0.5 in the optimal hyper-parameter set. Regarding C, D and G parameters, their highest fitness values were reflected at level 4, level 1 and level 1, respectively, in sequence from the main-effect chart in Figure 2. Combined with Table 1, the fitness scaling (C), selection (D) and crossover function (G) were set as rank, tournament and scattered crossover respectively.

The selected levels of migration direction (A) and population size (B), the two insignificant parameters, may not much affect the performance of GA when dealing with inverse problems. Their levels were selected based on the main-effect chart (Figure 2) generated by SPSS, where the levels associated with the highest fitness values should be chosen. Therefore, the migration direction (A) was selected as forward (level 2), while the population size (B) was set to 50 (level 1) in order to reduce computation burden in this process.

To check the effectiveness of TD_GA, the simulation models were incorporated into four other optimization methods, including PS, SA, GA (GA1), and GA2. The former three are set with default parameters, while GA2 is constrained with a population size of 200 and the other parameters set by default.

Table 6 summarizes the identification results of the TD_GA as well as the PSO, SA, GA1, and GA2. It shows the statistical analysis of the TD_GA (among six trials) of the estimated pollution source; the results of the other four methods (among six trials) are also listed. We used a normalized error (NE) of source fluxes as a metric to assess the goodness of the optimization process (Datta et al. 2009). The formula of NE in percent can be defined as:

\[ NE = \frac{\sum_{t=1}^{N_p} \sum_{i=1}^{N_s} \hat{q}_i(t) - q(t)}{\sum_{t=1}^{N_p} \sum_{i=1}^{N_s} |q(t)|} \times 100 \] (8)

where \( \hat{q}_i(t) \) is the estimated source flux in stress period \( t \) for source \( i \), and \( q(t) \) is the actual source flux in stress period \( t \) for source \( i \). \( N_p \) is the number of stress periods, \( N_s \) is the number of pollution sources. In general, if the value of NE is close to zero, the estimated source fluxes are approximately equal to their true values.

Figure 3 shows the performance of the proposed TD_GA in this study. The deviation between the estimated source fluxes and the actual source fluxes for the hypothetical case is trivial. Specifically, the RE value for each identified source flux is less when parameters are fitted by the TD_GA than that obtained by other methods.

Table 6 | Comparison of the estimated results with other methods

<table>
<thead>
<tr>
<th>Source</th>
<th>Source period</th>
<th>Actual source fluxes (g/s)</th>
<th>TD_GA (g/s)</th>
<th>PS (g/s)</th>
<th>SA (g/s)</th>
<th>GA1 (g/s)</th>
<th>GA2 (g/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>RE*</td>
<td>SD*</td>
<td>Best</td>
<td>RE*</td>
</tr>
<tr>
<td>S1</td>
<td>1</td>
<td>48.00</td>
<td>47.64</td>
<td>0.76</td>
<td>2.76</td>
<td>46.20</td>
<td>3.76</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.00</td>
<td>11.47</td>
<td>14.66</td>
<td>0.86</td>
<td>15.72</td>
<td>57.20</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>24.50</td>
<td>22.76</td>
<td>7.11</td>
<td>1.06</td>
<td>18.53</td>
<td>24.36</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>34.50</td>
<td>35.21</td>
<td>2.05</td>
<td>3.33</td>
<td>36.61</td>
<td>6.13</td>
</tr>
<tr>
<td>S2</td>
<td>1</td>
<td>24.00</td>
<td>24.66</td>
<td>2.75</td>
<td>1.61</td>
<td>27.28</td>
<td>13.65</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>50.00</td>
<td>47.73</td>
<td>4.55</td>
<td>3.65</td>
<td>41.02</td>
<td>17.96</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>20.00</td>
<td>22.49</td>
<td>12.43</td>
<td>0.86</td>
<td>28.11</td>
<td>40.56</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>45.00</td>
<td>44.13</td>
<td>1.94</td>
<td>3.70</td>
<td>36.61</td>
<td>18.63</td>
</tr>
</tbody>
</table>

*RE = Relative error in percent.
SD = Standard deviation.
(Table 6), implying that TD_GA performs better than the other methods. The $RE$ value can assess the deviation of a particular variable, but the $NE$ value can comprehensively assess the overall performance of these methods. The $NE$ values are 17.33%, 58.68%, 39.22% and 59.43% for PS, SA, GA1 and GA2, respectively. The $NE$ value of the proposed TD_GA decreased to 4.13%, which suggests the advantage of TD_GA in identifying the optimal parameters for the optimization process.

To further test the effectiveness of the proposed TD_GA, three representative observation wells O1, O3 and O5 were chosen, where the estimated concentration profiles based on the TD_GA and the actual concentrations are depicted in Figure 4. The predicted concentration in each stress period is fairly consistent with the actual concentration for all representative observation wells. This further confirms the reliability of the proposed TD_GA method to identify the characteristics of the pollution source, and thus paves a way for solving groundwater inverse problems.

**CONCLUSIONS**

1. The proposed TD_GA method uses Taguchi experimental design for tuning the hyper-parameters of the GA method, while the classical GA algorithm uses trial-and-error or user-experience-based methods to obtain the hyper-parameter set.
2. We applied the proposed TD_GA method for identifying the unknown groundwater pollution sources where the transport equation was solved for a hypothetical aquifer. Compared with four other methods, the TD_GA method performs better in terms of the $NE$ and $RE$ values.
3. Taguchi experimental design in the TD_GA method can be potentially applied to solve real site problems, indicating that this systematic approach of selecting hyper-parameters can not only be used in GA of groundwater inverse problems, but also can optimize the performance of optimization algorithms.
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