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ABSTRACT

The accurate prediction of crop water requirement is of great significance for the development of regional agriculture. Based on the wavelet transform, a combined prediction approach for crop water requirement is proposed. Firstly, the Mallat wavelet transform algorithm is used to decompose and reconstruct the crop water requirement series. The approximate and detail components of the original series can be obtained. The characteristics of approximate components and detail components are analyzed by Hurst index. Then, according to the different characteristics of the components, the particle swarm optimization algorithm optimized support vector machine is used to predict the approximate component, and the autoregressive moving average model is used to predict the detail components. Three-fold cross-validation is used to improve the generalization ability of the forecasting model. Finally, combined with the prediction value of each prediction model, the final prediction value of crop water requirement is obtained. The crop water requirement data from 1983 to 2018 in Liaoning Province of China are collected as the research object. The simulation results indicate that the proposed combined prediction approach has high prediction accuracy for crop water requirement. The comparison of performance indicators shows that the root mean square error of the proposed prediction approach reduced by 45.40% to 57.16%, mean absolute error reduced by 32.96% to 52.07%, mean absolute percentile error reduced by 33.02% to 52.37%, relative root mean square error reduced by 45.26% to 57.38%, square sum error reduced by 70.18% to 80.42%, and the Theil inequality coefficient reduced by 59.02% to 80.77%. R square increased by 16.46% to 54.77%, and the index of agreement increased by 3.82% to 23.37%. The results of Pearson’s test and the DM test show that the association strength between the actual value and the prediction value of the crop water requirement is stronger. Moreover, the proposed prediction approach in this paper has higher reliability under the same confidence level. The effectiveness of the proposed prediction approach for crop water requirement is verified. The proposed prediction approach has great significance for the rational use of water resources, planning and management, promoting social and economic sustainable development.
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INTRODUCTION

Water resource is the most important and essential of natural resources. As a global strategic economic resource, water resource is an evaluation component of comprehensive strength of various countries and regions. However, water resources are not infinite renewable resources. If they cannot be reasonably used and protected, the water...
resources on the earth may be exhausted one day. Many countries in the world are seriously short of water, which means that there is a serious shortage of agricultural water resources. The effective utilization of water resources is of strategic significance for the sustainable development of agriculture and even the whole national economy. However, with the increase of population and the improvement of people’s living standards, the shortage of water resources is becoming more and more serious. Crop water consumption is an important part of world economic water consumption (Serrano-Coronel et al. 2018; Xue et al. 2019). Crop water consumption accounts for about 70%-80% of the world’s total water consumption. Therefore, in order to realize the sustainable development of water resources, it is very important to use crop water resources reasonably. Crop water consumption has become an important indicator (Chlingaryan et al. 2018). Accurate prediction of crop water requirement is the basis of water resource comprehensive utilization planning. Therefore, reasonable prediction of crop water requirement and scientific long-term water supply and demand planning can provide a very necessary reference for strengthening water requirement management and economic development (Akbari & Grigg 2014). According to different purposes and objects of water requirement prediction, the prediction of water requirement can be divided into short-term prediction, medium-term, and long-term prediction (Anele et al. 2017). The short-term prediction is generally a daily and hourly forecast for optimal control of water-use systems. Short-term prediction requires high precision and fast prediction speed. Long-term prediction generally refers to the annual forecast for the purpose of water resources planning, which requires a long forecast cycle and many factors to be considered. Based on the characteristics of various water requirement prediction results, the current agricultural water requirement prediction methods can be basically divided into four categories (Guo et al. 2020), as follows.

(A) The first one is the water requirement prediction method based on statistical law. This method is based on the statistics of water consumption in the past or other statistics related to the past to analyze and study the regularity. According to the obtained regularity, the water requirement is calculated by interpolation and extension. The widely used methods are the comparison and extension method, empirical formula method, growth rate method and regression analysis method. Water requirement prediction methods based on statistical laws need long statistical data, and the trend of future water requirement growth should be consistent with the previous situation. In fact, it is impossible for the water requirement to increase infinitely along a past trend (St-Laurent et al. 2018).

(B) The second is the water requirement prediction method based on water consumption mechanism. This method studies the growth law of the water requirement from internal mechanisms, and then forecasts the water requirement. Through research on the mechanism of water consumption and the supplement of each user, the relevant water balance relationship is established, and the water consumption law is mainly studied. Because of different users, the corresponding water consumption mechanism is also different. Therefore, this water consumption prediction method lacks generality (Alkhudhiri et al. 2019).

(C) The third is the combination of the first and the second category, mainly the water quota prediction method. The water demand depends on the water consumption per unit index, that is, the quantity of total quota. It can be seen that the key to using the water quota prediction method lies in the prediction of net water quota and the prediction of the irrigation water utilization coefficient. To some extent, this kind of water requirement prediction is the prediction of the water quota. As a result, there is a lack of flexibility (He et al. 2018).

(D) The fourth is the prediction method based on the model. The prediction method based on the model is to establish the water requirement model, determine the various boundary conditions of the water requirement model, so as to determine the relationship between the future water requirement and the current water requirement. Because of the complexity of a water system, it is impossible to establish a certain theoretical model to describe it, so the vast majority of model-based water requirement prediction models are based on the statistical analysis of historical data, and the only difference is the data processing method and application characteristics.
A number of factors affect crop requirement, such as society, economy, population, environment and water resource reserve (Wang & Zhang 2018). Some statistical data of the study indicate that crop water demand generally has a strong cyclical change. Due to the complexity of the water-using system, it is impossible to analyze and model it by theory, so the prediction method based on models is widely used and has achieved many results. At present, many scholars have put forward prediction methods or models for crop water requirement. In their study, Najafi & Asgari (2008) put forward a crop water requirement forecasting method based on evapotranspiration and the Hargreaves–Samani equation. But, the proposed prediction method needs many climate parameters. In their literature, Peng et al. (2019) use a back propagation (BP) neural network to predict crop water requirement. In the study, field crops in China are taken as research objects. However, the BP neural network is prone to fall into a local optimum, so it will affect the final prediction accuracy. The authors put forward the idea of producing fuzzy rules by genetic algorithms based on the Takagi–Surgeon fuzzy logic system from the dataset of multidimensional climate data and crop water requirements, and establishing the fuzzy model to predict crop water requirement (Zhang et al. 2008). The prediction model is tested and the result indicated that it is an effective method to forecast crop water requirements by a fuzzy rules model. However, the establishment of fuzzy rules relies too much on manual experience to adapt to the complex changes in the agricultural system. The authors use the least squares support vector machine (LSSVM) to predict and compute crop irrigation requirements (Guo et al. 2013). The drawback of their proposed prediction method is that LSSVM parameters are hard to determine. The authors also did not give a specific method to determine these parameters. In the literature (Ahmed 2018), multiple linear regression algorithms are used to forecast water requirement. Crop water requirement is a complex nonlinear system, thus, linear models are not suitable for water requirement forecasting. In the literature (Abishek et al. 2017), some important factors such as land evaporation transpiration rates, humidity, groundwater characteristics, and temperature have been considered to predict crop water needs in the Bijapur district of Karnataka. However, the predictive models established by the authors are too complex and require too many parameters. Although these prediction methods of crop water requirement have achieved some results, they also have their own shortcomings and disadvantages. The most important problem is that these methods are single prediction methods or models. Each prediction model or method has its own shortcomings. Therefore, the combined prediction approach is an important research direction to enhance prediction accuracy.

The idea of the combined prediction approach is to use multiple models to predict the research objects, and a weighted average of the prediction results of multiple prediction models, so as to improve the prediction effect (Xiang et al. 2018; Samalot et al. 2019). In the field of water requirement prediction, some research results are presented. In the literature (Altunkaynak & Nigussie 2018), the combined first-order differencing–multilayer perceptron and combined linear detrending–multilayer perceptron are developed and compared with the stand-alone multilayer perceptron (MP) model for predicting the monthly water consumption of Istanbul. The results of the study show that the proposed method is a reliable pre-processing technique for monthly water demand prediction. In the study of Al-Zahrani & Abo-Monasar (2015), the combined technique of artificial neural networks and time series models is constructed based on the available daily water consumption. Results indicate that combined models give better prediction effect. Hu et al. (2019), proposed a hybrid model based on a convolutional neural network and bidirectional long-term and short-term memory networks for urban water demand prediction. The simulation results show that the proposed hybrid prediction model has smaller prediction errors. Many research results show that the combined prediction model has better prediction effect.

In this paper, the combined prediction approach is adopted to predict crop water requirement. The proposed combined prediction approach combines different prediction models, and improves prediction accuracy and reliability. Based on this consideration, this paper uses the wavelet transform to decompose and reconstruct the original crop water requirement, and obtains the approximate and detail components of the crop water requirement. According to the
Hurst index results for components, the approximate components have the characteristics of long correlation and nonlinearity. It is suitable to choose the support vector machine (SVM) as the prediction model. At the same time, particle swarm optimization (PSO) is used to optimize the parameters of the SVM model. The detail component has the characteristics of short correlation and stability, so autoregressive moving average (ARMA) is chosen as the prediction model. Finally, the predicted values of each component are added to get the final predicted values. Because each component is predicted by an independent and appropriate prediction model, the prediction approach has high prediction accuracy. The validity of the proposed prediction approach is verified by actual collected crop water requirement data.

The main novelty and contributions of this paper can be described as follows.

1. The wavelet transform is introduced to decompose and reconstruct the original crop water requirement sequence. The approximate and detail components are obtained.
2. The Hurst index is used to analyze the characteristics of components. According to different characteristics, each component selects the appropriate prediction model.
3. PSO algorithm optimized SVM is adopted to predict the approximate components. ARMA is adopted to predict the detail components.
4. The three-fold cross-validation method is used to improve the generalization ability of the SVM and ARMA model.
5. The final prediction value can be obtained by adding the predicted values of detail components and the predicted values of approximate components.

The content of this paper is as follows. The first section reviews the current research status of crop water requirement prediction. The second section outlines the characteristic analysis of crop water requirement based on wavelet transform. The third section introduces the preliminaries including the PSO algorithm, SVM and ARMA. The fourth section gives the implementation steps of the proposed prediction approach. The case study results are provided in the fifth section, and the validity of the proposed prediction approach is shown; and the sixth section summarizes the conclusions and future work.

THE CHARACTERISTIC ANALYSIS OF CROP WATER REQUIREMENT BASED ON WAVELET TRANSFORM

The wavelet transform uses an orthogonal basis to decompose the signal. The discrete wavelet transform consists of a series of parameters (Schimack & Mercorelli 2018):

$$c_j(k) = \langle X, \varphi_{jk}(t) \rangle, \quad d_j(k) = \langle X, \psi_{jk}(t) \rangle, \quad j, k \in Z$$

(1)

where $\langle \cdot, \cdot \rangle$ is the inner product, $c_j(k)$ is the approximate component, and $d_j(k)$ is the detail component. The scale function $\varphi_{jk}(t)$ is derived from the translation and scale transformation of the mother wavelet $\varphi(t)$:

$$\varphi_{jk}(t) = 2^{-j/2} \varphi(j2^{-j}t - k)$$

(2)

$\varphi(t)$ is a low-pass filter, which can separate the low-frequency components of the input signal. The wavelet transform can decompose the signal into approximate components of large time-scale and detail components of different, small time-scale.

In this paper, the Mallat algorithm of fast discrete orthogonal wavelet transform is introduced to decompose and reconstruct the crop water requirement. Take $a_i$ as a sequence to be decomposed, and the decomposition algorithm is as follows (Li & Chang 2015):

$$a_{j+1} = Ha_j, \quad d_{j+1} = Gd_j, \quad j = 0, 1, 2 \cdots N$$

(3)

where $H$ is the high-pass filter and $G$ is the low-pass filter. The Mallat algorithm decomposes the original crop water requirement sequence into approximate components of low frequency and detail components of high frequency. The approximate component can reflect the changing trend and characteristics of crop water requirement, while the detail component can reflect the dynamic factors such as disturbance. The Mallat algorithm can be used to reconstruct the decomposed crop water demand sequence, as follows:

$$a_{j-1} = a_jH^* + d_jG^*, \quad j = 0, 1, 2, \cdots N$$

(4)

where $H^*$ is the dual operator of $H$ and $G^*$ is the dual operator of $G$. The Mallat algorithm uses two interpolations to
compensate the zeros of each adjacent sequence in the input sequence, and keeps the length of the reconstructed sequence consistent after decomposition.

The Daubechies wavelet has good characteristics for non-stationary time series. However, the Daubechies wavelet with different $N$ values has different processing effects. The larger the $N$ value, the longer the calculation time. In this paper, the db3 wavelet is adopted through experiments and related literature (Moosavian et al. 2017; Parkale & Nalbalwar 2018). The number of decomposition layers is mainly related to the signal-to-noise ratio. When the signal-to-noise ratio is low, the input signal is dominated by noise. Therefore, the number of decomposition layers should be large, which is conducive to the separation of signal and noise. When the signal-to-noise ratio is high, the signal takes up a large proportion. At this time, if there are too few decomposition layers, the distortion of decomposition will be serious and the error will be large. In this paper, three-level decomposition and reconstruction is used to ensure the real-time accuracy of prediction (Özmen & Özsên 2018).

Data of crop water requirement from 1983 to 2018 in Liaoning Province of China were collected as the research object. Therefore, the total number of data is 36. These 36 groups of crop water requirement data are given in Table 1. These data can be downloaded at the website (http://slt.ln.gov.cn/) of Liaoning Provincial Department of water resources. Liaoning Province is located in the south of northeast China. The distribution of rainfall is uneven, decreasing from east to west. The total amount of water resources in Liaoning Province is 34.179 billion m$^3$, including 30.249 billion m$^3$ of surface water resources, 124.68 billion m$^3$ of groundwater resources, and 85.38 billion m$^3$ of surface water and groundwater repetition. The study area map is shown in Figure 1. There are ten large irrigation areas in Liaoning Province. The data collection method is based on irrigation area as the basic unit to calculate agricultural water requirement. Each irrigation area makes statistics on the data of rivers, canals, precipitation, etc. within its jurisdiction, and reports the data of agricultural water requirement to the management department in combination with its own geographic location and other information. The management department reviews the data and then publishes it to the public.

Thirty-six groups of crop water requirement data are decomposed by db3 wavelet. Figure 2 shows the original data of crop water requirement, the approximate component (Ca3), and detail components (Cd1, Cd2, Cd3) after decomposition and reconstruction.

It can be seen from Figure 2 that the approximate component of crop water requirement is close to the change trend of the original data, while the detail component becomes smooth with the increase of decomposition order. After wavelet transform, it is very necessary to choose the appropriate prediction model of approximate component and detail component. In this paper, the Hurst index of the time series is used to analyze the characteristics of approximate and detail components to determine the appropriate prediction model. The Hurst index ($H$) can be used to measure the similarity of time series (Deng et al. 2018). When $H$ is 0.5, it shows that the time series is a random walk, and there is no correlation between events. When $H \in [0, 0.5]$, the sequence is anti-persistent. When $H \in (0.5, 1)$, the sequence is persistent, that is to say, the time series has self-similarity. The larger the $H$, the greater the self-similarity of the sequence is. Therefore, the larger $H$ is, the higher the correlation degree of the time series is, and the higher the predictability. In this paper, the Hurst indexes of each component are calculated by using the R/S method (Xiao et al. 2019). The results are shown in Table 2.

### Table 1 | Data of crop water requirement from 1983 to 2018 in Liaoning Province of China

<table>
<thead>
<tr>
<th>Year</th>
<th>Crop water requirement ($10^8$ m$^3$)</th>
<th>Year</th>
<th>Crop water requirement ($10^8$ m$^3$)</th>
<th>Year</th>
<th>Crop water requirement ($10^8$ m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1983</td>
<td>68.36</td>
<td>1995</td>
<td>85.20</td>
<td>2007</td>
<td>86.65</td>
</tr>
<tr>
<td>1984</td>
<td>69.37</td>
<td>1996</td>
<td>89.80</td>
<td>2008</td>
<td>89.21</td>
</tr>
<tr>
<td>1985</td>
<td>72.36</td>
<td>1997</td>
<td>92.57</td>
<td>2009</td>
<td>91.25</td>
</tr>
<tr>
<td>1986</td>
<td>74.27</td>
<td>1998</td>
<td>88.30</td>
<td>2010</td>
<td>90.31</td>
</tr>
<tr>
<td>1987</td>
<td>72.20</td>
<td>1999</td>
<td>90.70</td>
<td>2011</td>
<td>90.68</td>
</tr>
<tr>
<td>1988</td>
<td>76.59</td>
<td>2000</td>
<td>85.93</td>
<td>2012</td>
<td>89.30</td>
</tr>
<tr>
<td>1989</td>
<td>77.58</td>
<td>2001</td>
<td>82.00</td>
<td>2013</td>
<td>90.68</td>
</tr>
<tr>
<td>1990</td>
<td>80.10</td>
<td>2002</td>
<td>80.60</td>
<td>2014</td>
<td>91.27</td>
</tr>
<tr>
<td>1991</td>
<td>84.26</td>
<td>2003</td>
<td>80.40</td>
<td>2015</td>
<td>92.25</td>
</tr>
<tr>
<td>1992</td>
<td>85.27</td>
<td>2004</td>
<td>82.00</td>
<td>2016</td>
<td>92.67</td>
</tr>
<tr>
<td>1993</td>
<td>84.26</td>
<td>2005</td>
<td>83.95</td>
<td>2017</td>
<td>93.36</td>
</tr>
<tr>
<td>1994</td>
<td>86.80</td>
<td>2006</td>
<td>87.35</td>
<td>2018</td>
<td>92.28</td>
</tr>
</tbody>
</table>
From the results in Table 2, the Hurst index of the approximate component is similar to the original crop water requirement, reflecting the strong nonlinear characteristics of the approximate component. Therefore, SVM with good prediction effect for nonlinear series is used to model and predict approximate components. Three detail components have larger Hurst indexes, showing a periodic stationary feature. The ARMA model can effectively analyze the correlation of periodic stationary data series, so this paper uses the ARMA model to predict the detail components with low frequency.

THE PRELIMINARIES

In this section, the preliminaries including ARMA, SVM, and the PSO algorithm used in this paper are introduced.

ARMA

The ARMA model is the most commonly used prediction model for stationary sequences (Lennon & Yuan 2019). Its expression is abbreviated as ARMA \((p, q)\).

\[
\Phi(B)x_t = \Theta(B)\epsilon_t
\]

\(\Phi(B) = 1 - \phi_1 B - \cdots - \phi_p B^p\) is a \(p\)-order autoregressive coefficient polynomial; \(\Theta(B) = 1 - \theta_1 B - \cdots - \theta_q B^q\) is a \(q\)-order moving average coefficient polynomial; \(x_t, (t = 1, 2, \cdots, N)\) is the time series; \(\epsilon_t\) is a normal white-noise process with mean value of 0 and variance of \(\sigma^2\); \(\phi_i, (i = 1, 2, \cdots, p)\) and \(\theta_i, (i = 1, 2, \cdots, q)\) is the coefficient to be estimated; and \(B\) is a backward difference operator.
In order to build the ARMA model, the order \( p \) and \( q \) of the model should be determined and fitted according to the truncation of the autocorrelation coefficient of the sample and the tailing of the autocorrelation coefficient of the error sequence. Then, the values of other unknown parameters in the model are determined by the Akaike information criterion (AIC) or least squares estimation. After all the parameters are determined, the target error sequence is fitted, and the fitting residual sequence is verified as the white-noise sample sequence. If the above conditions are met, the established model is appropriate, otherwise, the model needs to be modified or re-modeled until it passes the test.

SVM

SVM has good sparsity and generalization ability, and can solve practical problems such as those that are nonlinear, and of small sample, local minimum and high dimension. Some scholars point out that the performance of SVM is better than the traditional neural network algorithm.

Suppose that the nonlinear regression function can be expressed as:

\[
f(\cdot) = \omega^T \Phi(\cdot) + b
\]  

(6)

Then the optimization problem can be shown to be:

\[
\min Q(\omega, b, \xi, \xi^*) = \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*)
\]  

(7)

Constraint conditions are:

\[
\begin{align*}
\xi_i - \omega^T \Phi(x_i) - b & \leq \varepsilon + \xi_i^* \\
\omega^T \Phi(x_i) + b - y_i & \leq \varepsilon + \xi_i^* \\
\xi_i, \xi_i^* & \geq 0
\end{align*}
\]  

(8)

Table 2 | The Hurst index calculated by using the R/S method

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Hurst Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crop water requirement</td>
<td>0.6126</td>
</tr>
<tr>
<td>Ca3</td>
<td>0.6352</td>
</tr>
<tr>
<td>Cd1</td>
<td>0.8113</td>
</tr>
<tr>
<td>Cd2</td>
<td>0.8762</td>
</tr>
<tr>
<td>Cd3</td>
<td>0.8808</td>
</tr>
</tbody>
</table>
where $C$ is the penalty coefficient and $\xi$ and $\xi^*$ are the non-negative slack variables; $\xi$ and $\xi^*$ are as follows:

$$\xi = \begin{cases} 0 & y - f(x) - \varepsilon \leq 0 \\ y - f(x) - \varepsilon & \text{others} \end{cases}$$

$$\xi^* = \begin{cases} 0 & \varepsilon - y - f(x) \leq 0 \\ \varepsilon - y - f(x) & \text{others} \end{cases}$$

where $\varepsilon$ is an insensitive loss function.

The Lagrange function is introduced to obtain the following minimum value:

$$\min Q(\alpha_i, \alpha_i^*) = \frac{1}{2} \sum_{i=1}^{n} (\alpha_i - \alpha_i^*)(\alpha_i - \alpha_i^*)K(x_i, x_i)$$

$$+ \varepsilon \sum_{i=1}^{n} (\alpha_i + \alpha_i^*) - \sum_{i=1}^{n} (\alpha_i - \alpha_i^*)y_i$$

$$\text{Constraint conditions are:}$$

$$\begin{cases} \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) = 0, & i = 1, \ldots, n \\ 0 \leq \alpha_i, \alpha_i^* \leq C \end{cases}$$

where $K(x_i, x_i)$ is a kernel function satisfying the Mercer conditions. The radial basis function (RBF) is a typical kernel function and can be expressed as the following:

$$K(x_i, x_i) = \exp\left(-\frac{||x_i - x_j||^2}{2\delta^2}\right)$$

where $\delta$ is the width of the RBF kernel function. The selection of the algorithm parameters has a great influence on the regression prediction performance of SVM. That means how to choose three parameters $\delta$, $\varepsilon$ and $C$ is very important. In the next sub-section, the PSO algorithm is introduced to optimize these parameters.

**PSO algorithm optimized SVM**

The PSO algorithm is a search algorithm based on global parallelism. Its concept is simple, easy to realize and its convergence speed is fast. The PSO algorithm has been widely used in many optimization problems (Tian et al. 2018; Tian et al. 2019a). The PSO algorithm is initialized to a group of random particles, and then the optimal solution is found by iteration. In each iteration, particles are updated according to two extreme values. The first is the optimal solution found by the particle itself, which is called the individual optimal value $p_{\text{best}}$. Another optimal solution is the optimal solution of the whole population called $g_{\text{best}}$.

In a $D$-dimensional target search space, $N$ particles compose a population. The $i$th particle of the population is represented as an $D$-dimensional vector, which can be written as:

$$X_i = (x_{1i}, x_{2i}, \ldots, x_{Di}), \quad i = 1, 2, \ldots, N$$

The $i$th particle’s flying velocity is also an $D$-dimensional vector, which can be written as:

$$V_i = (v_{1i}, v_{2i}, \ldots, v_{Di}), \quad i = 1, 2, \ldots, N$$

The $i$th particle’s best search position by far is called the individual extremum, which can be written as:

$$p_{\text{best}} = (p_{1i}, p_{2i}, \ldots, p_{Di}), \quad i = 1, 2, \ldots, N$$

The whole population’s best search position by far is called the global extremum, which can be written as:

$$g_{\text{best}} = (p_{\text{g1}}, p_{\text{g2}}, \ldots, p_{\text{gD}})$$

After two optimal values are found, the particles can update velocity and position according to Equations (18) and (19):

$$v_{id}^{k+1} = \omega \times v_{id}^k + c_1 \times \text{rand}_1 \times (P_{\text{best id}}^k - x_{id}^k) + c_2 \times \text{rand}_2 \times (G_{\text{best}}^k - x_{id}^k)$$

$$x_{id}^{k+1} = x_{id}^k + v_{id}^{k+1}$$

where $\omega$ is inertia weight and $c_1$ and $c_2$ are learning factors. The steps of the PSO algorithm optimizing the parameters of the SVM model can be described as follows.
Step 1 The parameter initialization of the PSO algorithm includes inertia weight, learning factor, population size, maximum number of iterations, etc. The range of parameters (δ, ε and C) to be optimized is determined as particles.

Step 2 The training samples are predicted by the SVM model corresponding to each particle. The root mean square error (RMSE) between the predicted and actual values is taken as the fitness value of each particle. Then the current fitness value of each particle is compared with the best fitness value of the particle itself. If the fitness value of the current particle is better, select the current position of the particle as the best position of the particle.

Step 3 The optimal position of the particles is compared with the optimal position of the population. If the position of the particle is better, the optimal position of the particle is regarded as the optimal position of the population.

Step 4 According to Equations (18) and (19), the velocity and position of particles are updated.

Step 5 Determine whether the conditions for the end of optimization are met (maximum number of iterations or preset accuracy). If they are satisfied, the optimization process is completed and the optimal solution is obtained; otherwise, go to Step 2 to continue the new round of search.

The detailed flow chart of the SVM model optimized by the PSO algorithm with upper and lower bound conditions is shown in Figure 3.

THE IMPLEMENTATION STEPS OF THE PROPOSED PREDICTION APPROACH

The combined prediction approach of crop water requirement proposed in this paper is shown in Figure 4. It can be seen from Figure 4 that the implementation steps of the proposed prediction approach are as follows.

Step 1 The crop water requirement time series with length $N$ is $c(1), c(2), \cdots, c(N)$. The db3 wavelet is used for three-level decomposition and reconstruction, and an approximate component $C_{a3}$ and three detail components $C_{d1}$, $C_{d2}$ and $C_{d3}$ are obtained. The length of each component is still $N$. The approximate component is a long-correlation nonlinear time series, while the detail component is a short-correlation stationary time series.

Step 2 SVM is used to train and model the approximate component $C_{a3}$, and the PSO algorithm is used to optimize the parameters of the SVM model.

Step 3 The three detail components $C_{d1}$, $C_{d2}$ and $C_{d3}$ are trained with the ARMA model, and the parameters $p$ and $q$ of the three models are determined by AIC.

Step 4 After the establishment of the SVM and ARMA models, the crop water requirement sequence of the test samples is decomposed and reconstructed according to Step 1, and the future $s$ groups crop water requirement is forecast in the completed training model. The final prediction value of crop water requirement is obtained by...
adding the four prediction results. The final predictive values are \(c(N+1), c(N+2), \ldots, c(N+s)\).

**CASE STUDY**

The 36 groups of crop water requirement data in the section above on the characteristic analysis of crop water requirement based on wavelet transform are used for simulation. The previous 30 groups of data are used for model training and development. The latter six groups of data are used as test sets to verify the accuracy of the prediction approach. At the same time, in order to improve the generalization ability of the prediction model, the three-fold validation method is adopted. The 30 data in the training set are divided into three groups. Each time, the groups’ 24 data are used for training and six data for validation. A total of three tests are conducted. RMSE is chosen as the evaluating indicator. The minimum RMSE corresponding model is used as the final prediction model. The three approximate components of crop water requirement series are established by the ARMA prediction model, and the parameters of the model are confirmed by the AIC method. Three-fold validation is adopted. After modeling, the parameters and AIC values of the model corresponding to the minimum RMSE are as shown in Table 3.

For approximate component Ca3, SVM is used to model and predict. But the prediction effect of the SVM model is affected by parameters \(\delta, \varepsilon\) and \(C\). In this paper, the PSO

<table>
<thead>
<tr>
<th>Detail component</th>
<th>Model</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cd1</td>
<td>ARMA(4, 3)</td>
<td>1.3572</td>
</tr>
<tr>
<td>Cd2</td>
<td>ARMA(3, 2)</td>
<td>1.0366</td>
</tr>
<tr>
<td>Cd3</td>
<td>ARMA(3, 1)</td>
<td>-0.9973</td>
</tr>
</tbody>
</table>
algorithm is used to determine the optimal parameters. The parameters of the PSO algorithm are: the number of population is 20, the maximum number of iterations is 100, the learning factor is 1.5 and 1.7, the inertia weight is 1, and the range of parameters to be optimized is $\delta \in [0.001, 1000]$, $\epsilon \in [0.01, 1000]$, and $C \in [0.01, 1000]$. Three-fold validation is also adopted. The SVM model is trained and verified three times. The minimum RMSE corresponding model is the final SVM model. Figure 5 shows the fitness convergence curve of the PSO algorithm optimized SVM model corresponding to minimum RMSE. The optimized parameters are as follows: $\delta = 3.3281$, $\epsilon = 0.3361$ and $C = 72.0126$.

After the parameters of the ARMA models for the detail components and the SVM prediction model for the approximate component are obtained, six groups of crop water requirement test data are predicted. Figure 6 is the prediction result of three detail components, and Figure 7 is the prediction result of the approximate component.

The final predicted value is obtained by combining the predicted value of the three detail components with the predicted value of the approximate component. Figure 8 is a comparison curve between the final predicted value by the proposed prediction approach and the actual value of crop water requirement. In order to indicate the validity of the prediction effect, this paper chooses another five state-of-the-art prediction methods for comparison. These prediction methods are ARMA, SVM, LSSVM, BP neural network, and Elman neural network. The detailed parameters of these prediction methods are shown in Table 4. The ARMA model is determined by AIC. SVM and LSSVM are determined by the grid search method. The prediction results of these methods are also shown in Figure 9.

The actual value and prediction values of each prediction method are shown in Table 5. Table 6 gives the prediction error of each prediction method. From the results of Figure 7 and Tables 5 and 6, it can be seen that the prediction approach proposed in this paper can better predict crop water requirement. It also means the prediction error is small.

Figure 9 is the prediction error distribution histogram of the prediction methods mentioned in this study. From Figure 9, it can be known that because the prediction error is smaller and prediction error distribution is more uniform, the prediction effect and performance of the proposed approach in this paper are better.

In order to illustrate the effectiveness of the prediction method of crop water requirement, the following nine performance indicators are introduced to measure the prediction accuracy of the prediction method (Tian et al. 2017; Li & Han 2018).

![Fitness Curve of PSO Optimized SVM](image-url)
Figure 6 | The prediction result of three detail components: (a) Cd1; (b) Cd2; (c) Cd3.

Figure 7 | The prediction result of the approximate component.
1. Root mean square error (RMSE):

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (c(i) - \hat{c}(i))^2}
\]  

2. Mean absolute error (MAE):

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |c(i) - \hat{c}(i)|
\]  

3. Mean absolute percentile error (MAPE):

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \frac{|c(i) - \hat{c}(i)| \times 100}{c(i)}
\]

4. Relative root mean square error (RRMSE):

\[
RRMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{c(i) - \hat{c}(i)}{c(i)} \right)^2}
\]  

5. Square sum error (SSE):

\[
SSE = \sum_{i=1}^{N} (c(i) - \hat{c}(i))^2
\]  

6. \( R^2 \) (R square):

\[
R^2 = \frac{\sum_{i=1}^{N} (c(i) - \hat{c}(i))^2 - \sum_{i=1}^{N} (c(i) - \bar{c})^2}{\sum_{i=1}^{N} (c(i) - \bar{c})^2}
\]

### Table 4 | The parameters of the prediction methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMA</td>
<td>( p ) is 4, ( q ) is 2</td>
</tr>
<tr>
<td>SVM</td>
<td>( \delta ) is 6.2673, ( \epsilon ) is 0.3659, ( C ) is 106.3680</td>
</tr>
<tr>
<td>LSSVM</td>
<td>( \sigma^2 ) is 10.3625, ( \gamma ) is 77.3628</td>
</tr>
<tr>
<td>BP neural network</td>
<td>The input layer is 30, the middle layer is 20, the output layer is 6, the learning rate is 0.01, and the maximum number of iterations is 3,000</td>
</tr>
<tr>
<td>Elman neural network</td>
<td>The input layer is 30, the middle layer is 20, the output layer is 6, and the maximum number of iterations is 3,000</td>
</tr>
</tbody>
</table>
The prediction error distribution histograms of the prediction methods.

Table 5 | The actual and detailed prediction values of each prediction method

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual value ($10^8$ m³)</th>
<th>Proposed approach ($10^8$ m³)</th>
<th>ARMA ($10^8$ m³)</th>
<th>SVM ($10^8$ m³)</th>
<th>LSSVM ($10^8$ m³)</th>
<th>BP neural network ($10^8$ m³)</th>
<th>Elman neural network ($10^8$ m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>90.68</td>
<td>91.0591</td>
<td>88.8073</td>
<td>89.9662</td>
<td>89.3185</td>
<td>89.2297</td>
<td>91.7798</td>
</tr>
<tr>
<td>2014</td>
<td>91.27</td>
<td>91.6285</td>
<td>90.5384</td>
<td>92.7100</td>
<td>91.0495</td>
<td>90.8673</td>
<td>92.7475</td>
</tr>
<tr>
<td>2015</td>
<td>92.25</td>
<td>92.7386</td>
<td>93.4308</td>
<td>91.2480</td>
<td>92.2193</td>
<td>92.0541</td>
<td>91.5229</td>
</tr>
<tr>
<td>2016</td>
<td>92.67</td>
<td>93.0552</td>
<td>93.6887</td>
<td>91.9533</td>
<td>92.8193</td>
<td>92.3284</td>
<td>92.4210</td>
</tr>
<tr>
<td>2017</td>
<td>93.36</td>
<td>92.6590</td>
<td>93.5555</td>
<td>94.8312</td>
<td>92.8812</td>
<td>93.6670</td>
<td>92.4210</td>
</tr>
<tr>
<td>2018</td>
<td>92.28</td>
<td>92.7423</td>
<td>91.3004</td>
<td>92.2991</td>
<td>92.8772</td>
<td>93.6873</td>
<td>93.8416</td>
</tr>
</tbody>
</table>

Table 6 | The detailed prediction errors of each prediction method

<table>
<thead>
<tr>
<th>Year</th>
<th>Proposed approach ($10^8$ m³)</th>
<th>ARMA ($10^8$ m³)</th>
<th>SVM ($10^8$ m³)</th>
<th>LSSVM ($10^8$ m³)</th>
<th>BP neural network ($10^8$ m³)</th>
<th>Elman neural network ($10^8$ m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>-0.3791</td>
<td>1.8727</td>
<td>0.7138</td>
<td>1.3615</td>
<td>1.4503</td>
<td>-1.0998</td>
</tr>
<tr>
<td>2014</td>
<td>-0.3585</td>
<td>0.7316</td>
<td>-1.4407</td>
<td>1.3967</td>
<td>0.2205</td>
<td>0.4027</td>
</tr>
<tr>
<td>2015</td>
<td>-0.4886</td>
<td>-1.1808</td>
<td>1.0020</td>
<td>0.0307</td>
<td>0.1959</td>
<td>-0.4975</td>
</tr>
<tr>
<td>2016</td>
<td>-0.3852</td>
<td>-1.0187</td>
<td>0.7167</td>
<td>-0.5391</td>
<td>-0.5584</td>
<td>1.1471</td>
</tr>
<tr>
<td>2017</td>
<td>0.7010</td>
<td>0.8065</td>
<td>-1.4712</td>
<td>0.4788</td>
<td>-0.3070</td>
<td>0.9390</td>
</tr>
<tr>
<td>2018</td>
<td>-0.4623</td>
<td>0.9796</td>
<td>-0.5191</td>
<td>-0.5972</td>
<td>-1.4073</td>
<td>-1.5616</td>
</tr>
</tbody>
</table>
7. Theil inequality coefficient (TIC):

\[
\text{TIC} = \frac{\sqrt{1/N} \sum_{i=1}^{N} (c(i) - \hat{c}(i))^2}{\sqrt{1/N \sum_{i=1}^{N} c(i)^2 + 1/N \sum_{i=1}^{N} \hat{c}(i)^2}}
\]  
(26)

8. The index of agreement (IA):

\[
\text{IA} = 1 - \frac{\sum_{i=1}^{N} (c(i) - \hat{c}(i))^2}{\sum_{i=1}^{N} (|c(i) - \bar{c}| + |\hat{c}(i) - \bar{c}|)^2}
\]  
(27)

9. Reliability indicator:

\[
R^{(1-a)} = \left[ \frac{\sum_{i=1}^{N} e_{i}^{(1-a)}}{N} - (1-a) \right] \times 100\%
\]  
(28)

where \(N\) is the number of samples, \(c(i)\) is the actual value of crop water requirement, \(\hat{c}(i)\) is the prediction value of crop water requirement, \(\bar{c}\) is the mean value of crop water requirement and \(e_{i}^{(1-a)}\) is the number of actual values falling into the confidence interval under the confidence level \(1 - a\).

Furthermore, Pearson’s test and the Diebold–Mariano (DM) test are used to test prediction accuracy from the statistical perspective (Tian et al. 2019b). Pearson’s test can measure the association strength between the actual value and the predictive value. The results of correlation strength based on Pearson’s test are performed out to further verify the superiority of this prediction approach compared with other prediction methods. If Pearson’s correlation coefficient is equal to 1, it indicates that the actual value and the predictive value have a linear relationship. On the other hand, if Pearson’s correlation coefficient is equal to 0, there is no relationship between actual value and prediction value.

The definition of the DM test is as follows. The hypothesis tests are:

\[H_0: E(d_h) = 0, \forall n\]  
(29)

\[H_1: E(d_h) \neq 0, \exists n\]  
(30)

The DM test statistic value equals:

\[
DM = \frac{\sum_{h=1}^{k} (L(e_{i+h}^{(A)}) - L(e_{i+h}^{(B)}))/k}{S^2/k}
\]  
(31)

where \(e_{i+h}\) is the prediction error, \(S^2\) is an estimation value for the variance of \(d_h = L(e_{i+h}^{(A)}) - L(e_{i+h}^{(B)})\), and \(L\) is the loss function, which is performed to measure the prediction accuracy. Two common versions of \(L\) widely used in the studies include absolute deviation error loss and square error loss. The test statistic DM is convergent to the standard normal distribution. The null hypothesis can be rejected if the following formula is satisfied:

\[|DM| > z_{ \alpha/2}\]  
(32)

where \(z_{ \alpha/2}\) is the critical \(z\)-value and \(\alpha\) is the significance level. Under the assumption that the two models have the same predictive performance, the loss functions of the two models have equal unconditional expectations, that is:

\[E(d_h) = E(L(e_1) - L(e_2)) = 0\]  
(33)

If \(E(d_h) > 0\), it means the predictive performance of model 2 is better than model 1. If \(E(d_h) = 0\), it means the predictive performance of model 1 is the same as that of model 2. Otherwise, the predictive performance of model 1 is better than model 2.

Table 7 gives the RMSE, MAE, MAPE, RRMSE, SSE, \(R^2\), TIC and IA comparison of these prediction methods for crop water requirement. From the performance indicator comparison results in Table 7, RMSE, MAE, MAPE, RRMSE, SSE, and TIC of the proposed prediction approach are smaller than for the other prediction methods. In the meantime, the \(R^2\) and IA values of the proposed prediction approach are closer to 1 than for the other prediction methods. The closer the values of \(R^2\) and IA are to 1, the better the regression prediction performance of the model is. Therefore, the prediction accuracy of the proposed prediction approach for crop water requirement is better than that of the other prediction methods.

The results of Pearson’s test are given in Table 8. From Table 8, it can be observed that the results of Pearson’s
test of the proposed prediction approach are higher than those of the other prediction methods. The results show that the correlation strength between the actual value of crop water requirement and the prediction value of crop water requirement is greater than that of the other prediction methods.

The DM test values calculated by the square error loss function are listed in Table 9. From the result in Table 9, the DM test value between the proposed prediction approach and the other prediction models is greater than 0. This means that the proposed prediction approach significantly outperforms the other prediction models at different significance levels. Thus, it can reasonably be concluded that the proposed prediction approach is superior to the other prediction methods.

Figure 10 is the reliability and confidence distribution of the prediction models mentioned in this paper. It can be observed from this figure that the proposed prediction approach has higher reliability under the same confidence level. The prediction value of crop water requirement can effectively track the variation of actual crop water requirement with higher confidence. The prediction value of crop water requirement of the proposed prediction approach falls more in the confidence interval of 90%, which shows the validity of the probability prediction results.

In conclusion, from the comparison results of the prediction value curve, prediction error distribution, performance indicators, Pearson’s test and the DM test, the combined prediction approach proposed in this paper is superior to the other prediction methods. The main reason for the improvement of prediction accuracy is to reconstruct crop water requirement series by wavelet decomposition and obtain approximate and detail components. According to the different characteristics of the approximate component and the detail components, the suitable prediction model is used to improve prediction accuracy.

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Comparison of performance indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction methods</td>
<td>RMSE (10^8 m^3)</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>0.1686</td>
</tr>
<tr>
<td>ARMA</td>
<td>0.3935</td>
</tr>
<tr>
<td>SVM</td>
<td>0.3614</td>
</tr>
<tr>
<td>LSSVM</td>
<td>0.3123</td>
</tr>
<tr>
<td>BP neural network</td>
<td>0.3088</td>
</tr>
<tr>
<td>Elman neural network</td>
<td>0.3610</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Results for Pearson’s test of the prediction methods for crop water requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction method</td>
<td>Pearson’s correlation coefficient</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>0.9014</td>
</tr>
<tr>
<td>ARMA</td>
<td>0.6883</td>
</tr>
<tr>
<td>SVM</td>
<td>0.8095</td>
</tr>
<tr>
<td>LSSVM</td>
<td>0.8114</td>
</tr>
<tr>
<td>BP neural network</td>
<td>0.7202</td>
</tr>
<tr>
<td>Elman neural network</td>
<td>0.7408</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9</th>
<th>The DM test results between the proposed prediction approach and the other prediction models</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM (model 1, model 2)</td>
<td>1% significance level</td>
</tr>
<tr>
<td>DM (ARMA, proposed approach)</td>
<td>1.9277</td>
</tr>
<tr>
<td>DM (SVM, proposed approach)</td>
<td>2.3987</td>
</tr>
<tr>
<td>DM (LSSVM, proposed approach)</td>
<td>1.4157</td>
</tr>
<tr>
<td>DM (BP neural network, proposed approach)</td>
<td>1.2535</td>
</tr>
<tr>
<td>DM (Elman neural network, proposed approach)</td>
<td>2.3480</td>
</tr>
</tbody>
</table>
CONCLUSION

Crop water requirement prediction is the basis of the comprehensive utilization and planning of water resources. In order to meet the demand of sustainable development for water resources and make a scientific long-term supply-and-demand plan for water resources, it is necessary to make a reasonable prediction of crop water requirement. This paper proposed a combined prediction approach based on the wavelet transform for crop water requirement. Through the db3 wavelet transform, the crop water requirement time series with non-stationary characteristic is decomposed into a low-frequency approximate component and high-frequency detail components. The Hurst indexes of approximate components and detail components are calculated. According to the Hurst index, SVM is used to predict detail components. ARMA is used to predict detail components. Meanwhile, the PSO algorithm is introduced to optimize the parameters of SVM. The final predictive value of crop water requirement values can be obtained by the predictive value of detail components added to the predictive value of approximate components. The crop water requirement of Liaoning Province of China from 1983 to 2018 is collected as the simulation data. Compared with the state of the art, the simulation results indicate that the proposed prediction approach for crop water requirement has higher prediction accuracy and better prediction effect. The comparison of performance indicators shows that the root mean square error of the proposed prediction approach reduced by 45.40% to 57.16%, mean absolute error reduced by 32.96% to 52.07%, mean absolute percentile error reduced by 33.02% to 52.37%, relative root mean square error reduced by 45.26% to 57.38%, square sum error reduced by 70.18% to 80.42%, and the Theil inequality coefficient reduced by 59.02% to 80.77%. R square increased by 16.46% to 54.77%, the index of agreement increased by 3.82% to 23.37%. The results of Pearson’s test and the DM test show that the association strength between the actual value and the prediction value of the crop water requirement is stronger. Moreover, the proposed prediction approach in this paper has higher reliability under the same confidence level. The proposed prediction approach has great significance for the sustainable development of agriculture.

For any time series, according to different scales, we can use wavelet transform theory to decompose it into different frequency components, and obtain some behavior characteristics and structural information of the original time series. Because the decomposed signal has more of a single
frequency component than the original signal, a more stable time series can be obtained, and then appropriate models are used for prediction, which provides a powerful tool for modeling and prediction of complex time series. Future work for this study will use the proposed prediction approach to predict other complex time series to further verify the effectiveness of the method.
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